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Enhancing L2 Learner Corpus Design 
Through AI: A Case Study of the JEFLL 
Corpus Revision 
Yukio Tono 

Tokyo University of Foreign Studies 

Learner corpus research (LCR) emerged in the 1990s, combining corpus linguistics, second language 
acquisition, and foreign language teaching (Granger, 1998). Initially, LCR focused on comparing 
native and advanced learner writing through contrastive interlanguage analysis (CIA), examining 
overuse/underuse patterns and L1 influence. However, SLA researchers' interest in LCR remained 
limited due to insufficient early acquisition data and weak theoretical foundations in second language 
acquisition. 
 
This situation has improved through more rigorous data collection focusing on specific aspects of 
SLA theories (e.g., morpheme order, tense/aspect, verb argument structure). Additionally, there is 
growing interest in NLP educational applications, including automatic essay evaluation and 
automated error identification and correction. In recent years, the advent of generative AI has 
drastically changed the perspective on these NLP applications in education. 
 
In this talk, I will demonstrate how AI can enhance learner corpus design, incorporating recent 
research paradigms. I will present a work-in-progress report on the comprehensive revision of my 
learner corpus, the Japanese EFL Learner (JEFLL) Corpus, using generative AI. Specifically, I will 
outline the construction of parallel texts (original texts, native speaker proofread texts, and AI-
corrected texts) with CEFR-level assessment by both humans and AI, based on the JEFLL Corpus. I 
will also discuss the extension of the JEFLL Corpus for generating texts with improved or 
downgraded CEFR levels. 
 
  



 

 

AI in Education: Implications for 
Language Teacher Education 
Ee Ling LOW 

National Institute of Education, Nanyang Technological University 

Artificial intelligence (AI) is revolutionising various sectors, particularly through the use of large 
language models (LLMs) like ChatGPT, thereby dramatically changing everyday life and work. The 
impact on language teacher education has been equally profound and far-reaching. This presentation 
offers an overview of how language education and teacher professional development have the 
potential to leverage AI's capabilities to provide unprecedented experiences of personalised learning 
that may be tailored to individual and group needs. These opportunities include adaptive learning 
systems, collaborative learning across time zones and geographical locations, automated grading, 
virtual tutoring, and inclusive accessibility tools such as immediate closed captions. While the 
advantages of AI in language teaching and learning are evident and exciting, the challenges and 
concerns AI poses are less frequently discussed. Ethical considerations include data privacy issues 
and the responsible use of AI models to maintain respect and inclusivity for diverse learners. Another 
concern is how dominant languages, such as English, may contribute to the extinction of other 
languages and varieties. This keynote will explore potential ethical applications of AI in language 
education and teacher training. It will address critical considerations surrounding data privacy, 
algorithmic bias, and the importance of equitable access to AI resources. Using Singapore as a case 
study, this keynote will examine AI applications at the institute and national levels in language teacher 
education and presents a faculty technology-enabled learning framework (FacTEL) that is currently 
being developed and implemented for teacher educators. Future directions for AI in language teacher 
education includes the need to focus on creating sustainable, ethical, inclusive and equitable learning 
environments for a diverse range of learners across the globe. 
 
  



 

 

Non-standard morphosyntactic variation 
in L2 English varieties world-wide: a 
corpus-based study  
Robert Fuchs 

University of Bonn 

This talk will explore morphosyntactic variation in the global English language complex, specifically 
across the fourteen L2 and six L1 varieties of English included in the Corpus of Global Web-based 
English, totalling 1.9 billion words  the largest available corpus of global Englishes that includes 
formal and informal data. We will focus on two studies in particular  one exploring non-standard 
morphosyntactic variation and one focussing on the (standard) comparative alternation. 
 
Previous research has identified and studied a wide range of non-standard syntactic constructions in 
global varieties of English. However, there is currently a lack of large-scale corpus-based evidence 
on non-standard syntactic variation in English from a global perspective (Kortmann, 2021: 299). The 
term non-standard here refers to features outside the  of the language that represents the object 
of description in English grammars, including those that might be regarded as colloquial  or 
vernacular  such as there-existentials with singular agreement.  

 
Across 34 morphosyntactic features drawn from eWAVE 3.0 (Kortmann et al. 2020), a total of 
386,661 non-standard and more than 52 million standard occurrences were analysed in a logistic 
mixed effects regression model. Register variation was accounted for by means of a co-variate for 
involved discourse following  (1988) Multidimensional Analysis. Results indicate a relatively 
low degree of non-standardness across both L1 and L2 varieties. The register dimension of involved 
discourse is the most important variable governing non-standard variation, followed by differences 
between world regions, and between varieties at different developmental stages. These results were 
further confirmed by a hierarchical clustering model and a multidimensional scaling analysis. 
 
Study 2 focusses on the comparative alternation. Although grammatical phenomena like the genitive, 
dative, and particle placement alternations have recently become more frequently investigated in the 
World Englishes field (e.g., Heller et al., 2017; Szmrecsanyi & Grafmiller, 2023), the choice between 
the analytic (more silly) and the synthetic (sillier) comparative variant has received less attention. 
Grammatical alternations are constrained by a range of factors that have been shown to largely 
overlap across varieties of English (e.g., Bernaisch et al., 2014; Szmrecsanyi & Grafmiller, 2023). 
This analysis explores the comparative alternation across 20 varieties of English, using mixed-effects 
regression. Results show slight differences between Inner- and Outer-Circle Englishes (Kachru, 
1985) as well as variation according to degree of nativization (Schneider, 2007); however, 
considerable overlap in the constraints on the comparative across varieties suggests that the 
alternation may be part of the common core of the global English language complex. Together, these 
two studies shed light on what unites and divides different varieties of English in the English language 
complex. In terms of methodology, the talk will particularly highlight how large amounts of data can 
be analyzed in depth with big data methods. 
 
Biber, Douglas. 1988. Variation across speech and writing. Cambridge University Press, 

Cambridge. 
Bernaisch, T., Gries, S. Th., & Mukherjee, J. (2014). The dative alternation in South Asian 

English(es). English World-Wide, 35(1), 7 31. https://doi.org/10.1075/eww.35.1.02ber 
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Large Language Models and Natural 
Language Processing  
Rachel Edita Roxas 

University of the Philippines Los Baños 

This study presents a systematic literature review on publications on minority languages in large 
language models and natural language processing.  Using the Bibliometrics approach on Scopus-
indexed documents published prior to November 2024, analyses and visualization were conducted. 
Aside from the surge on the number of publications in recent years, collaboration among 
countries/territories, and the predominance of the computer science subject area are noticeable. The 
keyword co-occurrence network revealed the prevalence of keywords related to the field of computer 
science.  Schools of thought identified were: 1) Multilingualism and closely-related languages; 2) 
Performance Evaluation Approaches, and 3) Cross-lingual approaches. We identified the natural 
language considered in these studies, NLP tasks, technologies used, and social issues and concerns.  
Conclusions and recommendations for future work are presented. 
 
  



 

 

The Oxford English Dictionary and 
evolving language technologies 
Kate Wild 

Danica Salazar 

Oxford University Press 

The Oxford English Dictionary (OED), a large historical dictionary which traces the development of 
meanings and uses of words used across the English-speaking world, has long been an early adopter 
of new technologies such as digitization, online publication, and electronic text databases. In this 
paper we discuss how the OED is responding to recent developments in language technologies, in 
particular Artificial Intelligence (AI) and corpora. 
 
AI has attracted much attention in lexicography especially since the release of ChatGPT in late 2022. 
OED editors have been experimenting with AI tools and assessing their capabilities for various tasks, 
including prioritizing new words and senses, suggesting modernized wording for unrevised 
definitions, and word-sense disambiguation. We give examples of the outputs of such experiments, 
with a particular focus on uses for global Englishes. We also demonstrate the ways in which AI could 
transform the user experience of the OED, with a conversational interface powered by a large 
language model as an alternative to more complex advanced searches. 
 
A longer-standing aim of the OED has been to develop language corpora for lexicographical and 
academic research. Having built a very large monitor corpus of 21st-century English which covers all 
major varieties, the next step is to develop similarly diverse corpora for earlier periods of English. 
We discuss the historical corpora currently used by OED editors, their limitations, and plans for a 
new resource, including possible interactions with developments in AI. 
 

 

  



 

 

Querying and challenging the 
 AI  for lexical 

information 
Vincent B Y Ooi 

Department of English, Linguistics and Theatre Studies, National University of 
Singapore 

Using examples primarily from English, this talk examines the capabilities of major LLMs - ChatGPT 
(4-o, 4-o mini) and Gemini (1.0 Pro, 1.5 Pro) - to act as  AI  for producing 
accurate lexical output in relation to established lexicographic principles and practices. Against the 
backdrop of current discussions on the subject - notably de Schryver (2023), Lew (2024a, 2024b), 
McKean and Fitgerald (2023), and Rundell (2023)  we can evaluate the performance of these LLMs 
in benchmarks valued by both corpus linguists and lexicographers alike, including (but not limited 
to) the ability to handle lexical priming (Hoey 2005,Ooi 2016), semantic prosody/semantic 
association (Sinclair 2004, Hoey 2005, Stubbs 2001), coverage (Ooi, 2010), and varieties of English 
(Ooi 2018, 2021, 2023).  Examples of such queries include their ability to contrast kungfu (as a 
core/world English item) and karoshi (essentially more restricted to the Japanese context), the 
semantic prosody of  and   for the verb undergo, the ability 
to define the nominal killer litter in the sense of objects thrown from a high building that can injure 
passers-by below and being predominantly Singapore English, and the ability to minimise cultural 
bias for durian (a fruit often characterised in British and U.S. dictionaries as one that  like hell 
but tastes like  and being  or   Results suggest varying accuracies and 
nuances according to the version used, but this does not necessarily adhere to their following 
respective purposes: GPT-4o  for most  GPT-4o mini  for everyday  
Gemini 1.0 Pro  an answer with more  and Gemini 1.5 Pro  a more guided 
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