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Abstract

A Sign Language Translation (SLT) model is
one example of a large-scale model, resulting
from the use of video dataset and deep learning
models. For practical use of the Deaf commu-
nity, SLT models are meant to be eventually
deployed on mobile devices, for instance. How-
ever, large-scale models entail high resource
requirements from mobile devices with limited
capacity. Tiny Machine Learning (TinyML) is a
rapidly emerging field that can condense large-
scale models for deployment on low-resource
devices. By leveraging TinyML techniques,
this research refines an adapted 2D Convo-
lutional Neural Networks (CNN) and Trans-
former Neural Networks (TNN) model by Cam-
goz et al. (2020). The teacher model is trained
on the 2D CNN and TNN model using the
Filipino Sign Language - Non-manual Signals
(FSL-NMS) dataset by Rivera and Ong (2018b).
Through knowledge distillation, the student
model achieved 45% higher BLEU-4 score
compared to the teacher model, and a 5.4 com-
pression ratio. These results highlight the po-
tential of knowledge distillation techniques on
compressing and improving SLT models. This
work paves the way for the development of
more accessible communication tools for the
Filipino Deaf community and non-signers.

1 Introduction

Sign Language Recognition (SLR) often requires
multi-modal large-scale models that converts
videos into words, phrases, or sentences. Continu-
ous SLR (CSLR) is a further improvement of SLR
which interprets multiple sign language gestures
without delineation between gestures. These CSLR
models, however, typically require a vast amount of
data to train to achieve high accuracy. This makes
most CSLR models more complex and larger com-
pared to isolated SLR models (Zhou et al., 2022).
Another model that aims to develop a more robust
approach for translating sign language videos to

text that learns the grammar and morphology of
the sign language is a Sign Language Translation
(SLT) model. However, state-of-the-art SLT mod-
els are trained on large datasets using deep learning
techniques, also often resulting to larger models.

The main goal of SLT models is to help the Deaf
community, thus it should be deployed eventually
to be used. A few FSL-related applications are
interpreters that are mostly used for learning FSL
(e.g. Senyas by (Alberto et al., 2022), and 3D
animation of Aesop’s Fable by (Cueto et al., 2020)).
These are manually translated FSL signs to text,
and vice versa, that may benefit from automatic
translation systems.

As several studies have shown isolated Filipino
CSLR models performing with over 90% accuracy
(shown in Section 2.1), and SLT studies reaching
a BLEU-4 of over 20 as demonstrated by Camgoz
et al. (2020), it is about time to also consider the
possibilities of deployment to reach the intended
users. However, all of these studies produced large
models which entail high resource requirements on
mobile devices with limited capacity. This makes
deep learning applications difficult to deploy on
mobile devices (Wang et al., 2018).

TinyML is a growing sub-field of machine learn-
ing that is dedicated to run Artificial Intelligence
(AI) algorithms on devices with limited resources,
without needing heavy computation or internet con-
nectivity. It minimizes dependability and latency
issues. Additionally, it provides enhanced privacy
by reducing the need to send personal data to the
cloud (Kallimani et al., 2023).

Several TinyML applications include detection
of eating habits (Nyamukuru and Odame, 2020),
and detection of medical face mask (Mohan et al.,
2021). In addition, TinyML has already been ex-
plored in various fields such as audio analysis (e.g.
audio wake words (Zhang et al., 2017)), image
recognition (e.g. visual wake words (Chowdh-
ery et al., 2019), gesture recognition (Amir et al.,



2017)), psychological/behavioral metrics (e.g. ac-
tivity detection (Hassan et al., 2018)), and industry
telemetry (e.g. anomaly detection (Koizumi et al.,
2019)) (Dutta and Bharali, 2021).

This work utilizes TinyML techniques to con-
dense a large-scale model for Filipino Sign Lan-
guage (FSL) to a lightweight and efficient model
that can potentially be deployed on a variety of
devices, including smartphones, wearable devices,
and even embedded systems.

FSL is a mode of communication by the Deaf
community in the Philippines. According to
Newall et al. (2020), approximately 15% of Fil-
ipinos suffer from moderate to severe hearing
impairment. By developing innovative TinyML-
powered FSL tools, there is an opportunity to en-
hance communication avenues for the Filipino Deaf
community. This is important for promoting inclu-
sivity, as well as enabling their fuller engagement
in a variety of social activities.

The rest of this paper is organized as follows.
Section 2 enumerates works related to TinyML and
FSL. Section 3 describes the characteristics and
preparation of the Filipino Sign Language - Non-
manual Signals (FSL-NMS) dataset (Rivera and
Ong, 2018b). Section 4 discusses the methodology
used in applying TinyML in Filipino SLT, wherein
a 2D Convolutional Neural Networks (CNN) and
Transformer Neural Networks (TNN) model by
Camgoz et al. (2020) is adapted and trained on the
FSL-NMS dataset for the teacher model. Section 5
reports the results and analysis of the teacher model
and the student model using the BLEU scores and
ROUGE metric. Lastly, the conclusions and rec-
ommendations are presented in Section 6.

2 Related Work

2.1 Filipino Sign Language Recognition
In recent years, there has been growing interest
in developing deep learning-based approaches for
FSL recognition. Deep learning models have the
potential to learn the complex patterns in FSL signs
and phrases, and to achieve high accuracy on image-
based recognition tasks.

In the study of Cabalfin et al. (2012), they used
Manifold Projection Learning model where signs
are predicted based on the computation and com-
parison of Dynamic Time Warping (DTW), and
Longest Common Sub-sequence Similarity Match-
ing (LCSSM). Their dataset consists of 72 isolated
Filipino signs. Their highest recognition rates us-

ing DTW are 89% on 10 signs and 40% on all 72
signs. Using LCSSM, their highest recognition
rates are 93% on 10 signs 31% on 72 signs.

As machine learning techniques become more
prominent, the study by Ramos et al. (2019) fo-
cused on using Support Vector Machine (SVM)
and K-Nearest Neighbor (KNN) which are both
classification techniques. They used Histogram of
Oriented Gradients (HOG) for feature extraction
on 26 isolated gestures of FSL alphabets, achieving
94.49% accuracy.

A paper by Montefalcon et al. (2021) takes this
further by applying a deep learning-based approach
for Filipino Sign Language (FSL) recognition using
CNN architecture, specifically ResNet-50, which
extracts features from static images of FSL num-
ber signs ranging from (0-9). The model achieves
a validation accuracy of 86.7% when the epoch
value equals 15. Similarly, their subsequent study
(Montefalcon et al., 2023) proposes a continuous
SLR model for FSL recognition using Long Short
Term Memory (LSTM) model. MediaPipe Holistic
is used to extract features from video files of 15
Filipino phrases performed by three FSL signers.
The LSTM model achieves an accuracy of 94% on
the test set, outperforming their previous ResNet
model with an accuracy of 87%. They have indi-
cated on their analysis that facial components affect
the performances, marking it an important set of
features for recognition.

A similar study by Tupal et al. (2022) utilizes
MediaPipe Holistic and LSTM. Their FSL recog-
nition models applied InceptionV3, LSTM, and
Gated Recurrent Units (GRU). When trained on
a dataset comprising 20 foundational FSL words
with at least 20 samples each, the model, leveraging
the GRU achieved the highest accuracy of 86.74%.

A different study that focuses on facial expres-
sions in FSL is conducted by (Rivera and Ong,
2018a), wherein 3D Animation Units (AU) ex-
tracted using Microsft Kinect are used as features.
SVM is also used, achieving 87.14% as the highest
accuracy. However, it was emphasized that hand
signs must be recognized together with the facial
expressions for the model to understand the con-
text.

Overall, all the mentioned studies make signifi-
cant contributions to the field of FSL recognition.
As can be seen, different approaches yield dif-
ferent performances. However, despite using the
same approach, performances can still differ as the
amount, structure, and quality of the dataset differs.

Joanna Rivera
Strikeout



Nonetheless, although it is still hampered by the
challenge of limited available datasets, the burgeon-
ing field of FSL recognition has made remarkable
progress with the aid of deep learning approaches.

2.2 TinyML
Despite the increasing studies on SLR for FSL,
there is still minimal studies focusing on the pos-
sibility of deployment on, for instance, mobile de-
vices for practical use. Deep learning approaches
in FSL may have promising results, but, despite
using small datasets, it results to large models that
are difficult to port to mobile or wearable devices.

Recent advancements in TinyML have focused
on the development and optimization of ma-
chine learning models for deployment on resource-
constrained devices. These techniques aim to re-
duce model size, power consumption, and compu-
tational requirements while maintaining acceptable
levels of accuracy.

Model pruning has emerged as a pivotal tech-
nique in TinyML, addressing the challenge of de-
ploying neural networks on devices with stringent
memory constraints.

Han et al. (2015) demonstrated that by system-
atically removing weights with minimal impact on
the output, the size of neural networks could be
significantly reduced without a substantial loss in
accuracy. Complementing this, quantization has
been recognized for shrinking the model’s memory
footprint further.

Gupta et al. (2015) showcased that convert-
ing weights and activations from floating-point to
lower-precision formats not only reduces the size
but also accelerates inference, making it a vital
technique for TinyML applications.

Knowledge distillation is another technique that
has gained traction in TinyML. Hinton et al. (2015)
introduced the concept of training a smaller “stu-
dent” model to emulate the behavior of a larger
“teacher” model. This process effectively com-
presses the knowledge of a complex network into a
more compact and efficient form, making it suitable
for deployment on low-power devices.

The automatic discovery of efficient architec-
tures through Network Architecture Search (NAS)
has also been a recent research focus. Zoph et al.
(2018) explored the use of NAS to find models
that are not only accurate but also computation-
ally efficient for TinyML. This approach leverages
the power of machine learning itself to design ar-
chitectures that are tailored for performance on

resource-constrained devices.
The convergence of machine learning and em-

bedded systems is at the heart of TinyML. Warden
and Situnayake (2019) emphasized that the goal
of TinyML is to enable the deployment of AI in
environments where traditional models would be
impractical. By leveraging techniques like model
pruning, quantization, knowledge distillation, and
NAS, TinyML seeks to make AI ubiquitous, ex-
tending its reach to the most resource-constrained
environments.

3 FSL-NMS Dataset Preparation

The dataset used in this study is the Filipino
Sign Language - Non-manual Signals (FSL-NMS)
dataset by Rivera and Ong (2018b). It is originally
used for studying the different types of facial ex-
pressions in FSL.

The dataset contains a total of 50 sentences,
featuring a broader array of signs and more spe-
cific emotions, including common phrases such as
‘thank you’ and ‘good morning’. Among these
are expressions like ‘I am proud of you!’ and
‘Our team won!’, as well as more complex senti-
ments like ‘I am heartbroken’ and situation-specific
statements such as ‘I saw a ghost.’ Additionally,
the dataset included various questions and time-
specific greetings, enhancing its diversity and ap-
plicability in different contexts.

The dataset incorporated five videos, each fea-
turing a different signer who sequentially signed
the 50 sentences. The group of signers included
three females and two males, providing a variety of
signing styles and body languages. This diversity
is crucial in enriching the dataset’s value. These
videos are then carefully edited and trimmed to en-
sure each sign is clearly presented, with each sign
tailored to showcase a specific sign for about five
seconds, totaling to 250 videos.

3.1 Data Annotation

The model used in this study (to be discussed fur-
ther in Section 4.1) requires gloss translations (e.g.
you how), in addition to the sentence translations
(e.g. How are you?). Gloss translations are literal
translations of each sign as it appears to its equiv-
alent word or phrase, while sentence translations
follow the English grammar. Since the dataset is
created for the study of facial expressions, it ini-
tially did not include glosses, necessitating the an-
notation of glosses for the 50 sentences. Some



Words/Sentence # of Sentences

Original Augmented

1 0 0
2 15 111
3 115 777
4 85 518
5 30 222

Table 1: Distribution of Sentence Lengths in the FSL-
NMS Dataset before and after Augmentation

entries were unintentionally skipped, while some
have similar glosses that are only differentiated by
facial expressions. This reduced the dataset to a
total 44 sentences with unique gloss annotations.
Refer to Appendix A for the complete list of gloss
annotations.

The FSL-NMS dataset consists of a total of 245
samples, with the distribution of sentence lengths
(n-grams) shown in Table 1.

3.2 Dataset Augmentation

As the dataset is particularly small for training a
CNN-based SLT model, data augmentation is used
to increase the diversity and volume of training
data. This is crucial in enhancing the robustness of
the model against various visual and environmen-
tal conditions. The FSL-NMS dataset, originally
consisting of 245 samples, is expanded through mir-
roring, shifting and padding, adding noise, adding
minimal motion to mimic jitters, and color adjust-
ment, such as converting the videos to greyscale.
The augmentation helped simulate a wider range
of signing scenarios, thereby preparing the model
to perform reliably in diverse settings.

After augmentation, the FSL-NMS dataset con-
sists of a total of 1628 samples, distributed as
shown in Table 1.

3.3 Sentence Distribution

The distribution of the sentences across the train,
development, and test sets follows the 70-15-15 ra-
tio, respectively. This structured allocation extends
to each individual sign translation, ensuring that
the counts of each sign are proportionately split
according to these percentages across the different
sets. This approach ensures a balanced representa-
tion of each sign in every subset, which is crucial
for preventing model bias towards over-represented
signs in any particular set.

4 TinyFSL Model

This study adapted a transformer-based architec-
ture for an end-to-end training of a combination of
CSLR and SLT model using the FSL-NMS dataset
(Rivera and Ong, 2018b). Due to the complex-
ity of the adapted model, knowledge distillation
is applied to compress it to a lightweight and effi-
cient model. Knowledge distillation is a technique
where a smaller and more computationally efficient
model (the ‘student’) is trained to approximate the
performance of a larger, more complex model (the
‘teacher’) by learning from the teacher’s outputs
(Hinton et al., 2015). The basic architecture of
knowledge distillation is illustrated in Figure 1.

4.1 Teacher Model Training

A 2D Convolutional Neural Networks (CNN) and
Transformer Neural Networks (TNN) model by
Camgoz et al. (2020) is adapted in this study. It
is a transformer-based architecture that combines
CSLR and SLT, and allows training in an end-to-
end manner. To produce the teacher model, it is
trained using the augmented FSL-NMS dataset. It
has two parts: sign to gloss recognition, and gloss
to text translation.

In the sign to gloss recognition, Squeezenet (Ian-
dola et al., 2016) is first used to embed video
frames. Second, these spatial embeddings are posi-
tionally encoded and then fed to the self-attention
layer of the sign to gloss recognition part to learn
the contextual relationship between frames. Lastly,
the output of the self-attention layer is passed
through a feed forward layer that produces the
spatio-temporal representations.

In the gloss to text translation, a linear layer is
first used embed the words of the target sentence.
Second, these word embeddings are positionally
encoded, and then fed to a masked self-attention
layer of the gloss to text translation part to extract
contextual information. The self-attention layer
is similar to the one utilized in the sign to gloss
recognition part, but it is masked to ensure that
context was only modeled between previous words.
Third, the extracted representations are combined
with the spatio-temporal representations previously
learned from the sign to gloss recognition. It is then
given to the encoder and decoder module that learns
the mapping between the video frames and the
output text. Lastly, the output of the encoder and
decoder module is passed through a feed forward
layer that learns to generate one word at a time



Figure 1: Knowledge Distillation Architecture (Sachdeva, 2023)

until it produces an <EOS> token which signifies
the end of a sentence.

For this study, a dimension size of 512 and
Xavier initialization (Glorot and Bengio, 2010) is
used for both the spatial and the word embeddings.
Three transformer layers with 8 heads each are
used for the encoder and decoder, while the feed
forward layer has a size of 2048. This teacher
model is trained using the augmented FSL-NMS
dataset (Rivera and Ong, 2018b) and has served
as the foundation for distilling knowledge to the
student model.

The teacher model, with its greater capacity, is
initially trained on a given task, producing “soft
targets”, which are the output probabilities that con-
tained nuanced information about the inter-class
relationships learned by the model. A key aspect of
the soft targets generation process is temperature
scaling, which is introduced via a temperature pa-
rameter T in the softmax function. This parameter
controls the “softness” of the probability distribu-
tion over classes. A higher temperature can lead to
a softer distribution, which is crucial for aiding the
student model’s learning from the teacher’s outputs
(Hinton et al., 2015).

Utilizing the trained teacher model, soft targets
are generated by processing the dataset through the
teacher model and applying temperature scaling
to the softmax function as shown in Equation 1,
where qi is the softened probability for class i, zi
is the logit for class i, and T is the temperature

parameter.

qi =
exp(zi/T )∑
j exp(zj/T )

(1)

These softened probabilities provided a richer
signal than hard labels alone, allowing the student
model to learn more effectively.

4.2 Student Model Design and Training
Designing the student model involved determining
the appropriate architecture that balanced perfor-
mance with computational efficiency. Inspired by
the success of TinyBERT (Jiao et al., 2020), where
the student model contained 4 and 6 layers com-
pared to the teacher model’s 12 layers, the study
proposed starting with a student model with approx-
imately 30% of the teacher model’s layers. This
served as a starting point, and the architecture could
be adjusted iteratively based on empirical perfor-
mance.

With that, the student model’s architecture is
adjusted from the teacher model’s 3 layers to the
student model’s 2 layers. Additionally, the student
model’s embeddings and hidden sizes are reduced
from 512 to 256, and the feed-forward size is re-
duced from 2048 to 1024, all aimed at simplifying
the student model while maintaining performance.
The difference between the student and teacher
model is summarized in Table. 2.

The student model is trained on the same dataset.
It is trained not only on the hard targets (the actual
labels) but also to mimic the soft targets produced
by the teacher model. This is achieved through a



Teacher Student

Layers 3 2
Embedding Size 512 256
Feedforward Size 2048 1024

Table 2: Number of Parameters for the student and
teacher model

loss function that combined the traditional loss (i.e.
cross-entropy with the hard targets) with a distil-
lation loss that measured the discrepancy between
the soft targets of the teacher and student models
(Hinton et al., 2015). The traditional cross-entropy
loss is shown in Equation 2, where yi is the true
label and pi is the predicted probability for class i.

LCE = →
∑

i

yi log(pi) (2)

The distillation loss is often computed using the
Kullback-Leibler divergence between the softened
outputs of the teacher and student models, which is
defined as shown in Equation 3, where qTi and qSi
are the softened probabilities for class i from the
teacher and student models, respectively.

LKD =
∑

i

qTi log

(
qTi
qSi

)

(3)

The overall loss function is a weighted sum of
the traditional loss and the distillation loss, shown
in Equation 4, where ω is a hyperparameter that
balanced the two loss components, and T 2 is a
scaling factor for the distillation loss.

L = ωLCE + (1→ ω)T 2LKD (4)

4.3 Hyperparameter Tuning
Optimizing the student model’s performance
hinged on the careful tuning of hyperparameters.
Key parameters such as temperature, hard label
weight, and the loss weight for different types of
knowledge are crucial in refining the distillation
process (Lu et al., 2022).

Grid search is initially applied with the original
dataset (i.e. no data augmentation performed yet)
to find the optimal combination of temperature (T )
until the highest performance is achieved on the
validation set. The initial values of the temperature
range from 1.5 to 3.0 with an interval of 0.5, while
the alpha is set to 0.5. The search was not started
from T = 1 anymore as it indicates no tempera-
ture scaling at all. The initial results indicated the

top three T for further analysis are 1.5, 2.5, and
3. These values are then used for training on the
augmented dataset.

After the temperature yielding the highest per-
formance is determined, grid search is applied with
the augmented dataset to find the optimal alpha
(ω). The values of ω range from 0.3 to 0.7 with an
interval of 0.2. This method provided a practical
yet effective means of hyperparameter tuning.

The student model is iteratively trained with dif-
ferent values of T and ω, then its performance is
evaluated on the validation set. The combination
of T and ω that yielded the highest performance is
then selected for the final student model.

4.4 Evaluation and Iteration
The teacher and student model’s performances
are evaluated using separate test sets. The Bilin-
gual Evaluation Understudy (BLEU) metric is used
for evaluation to measure the quality of machine-
translated output. The ROUGE metric is also em-
ployed to measure the recall of the student model.

The results of the teacher and student model
are then compared to analyze the impact of the pro-
posed knowledge distillation methods. If the perfor-
mance, measured by both BLEU and ROUGE, did
not meet the desired criteria, iteration on the pre-
vious steps and refinement of the student model’s
architecture and hyperparameters are re-conducted.

5 Results and Discussion

Significant adjustments are made to adapt the stu-
dent model for efficiency. This included reducing
the number of layers, embedding size and hidden
layer sizes of the student model compared to the
teacher model. These modifications aim to create
a model with reduced capacity, optimizing it for
efficiency while striving to maintain performance
levels of the translation. The performance of the
translation model is measured by using BLEU and
ROUGE, while model compression is measured by
using compression ratio.

5.1 BLEU and ROUGE Performances
As shown in Table 3, the combination of the hy-
perparameters T = 3,ω = 0.5 yielded the highest
BLEU and ROUGE scores among the top three
combinations from the hyperparameter tuning that
is initially performed on the original dataset. In
line with this, further experiments are conducted
with the nearby hyperparameters, T = 3,ω = 0.3



Model T ω Set BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE
Teacher - - DEV 21.69 17.5 10.88 11.38 22.98

TEST 22.89 18.44 11.19 10.22 24.46
Student 1.5 0.5 DEV 22.37 17.84 11.91 10.3 22.62

TEST 22.79 18.3 12.1 9.81 23.53
Student 2.5 0.5 DEV 22.87 18.49 12.58 10.9 23.59

TEST 23.9 19.25 12.59 9.66 25.24
Student 3 0.5 DEV 23.29 18.72 12.93 11.67 23.2

TEST 25.61 21.25 16.03 14.84 25.69
Student 3 0.7 DEV 21.19 17.13 11.07 12 22.68

TEST 22.9 18.75 12.33 13.05 24.98
Student 3 0.3 DEV 22.15 16.76 11.45 9.69 23.13

TEST 22.68 17.2 11.91 10.51 23.44
Student 3.5 0.5 DEV 21.4 17.23 10.61 11.69 23.08

TEST 22.43 18.15 10.68 10.65 24.59

Table 3: BLEU and ROUGE Scores of the Student and Teach Models on the developement set (DEV) and test set
(TEST) using different T and ω. BLEU-n scores reflect the model’s precision in matching n-grams to reference
translations from single words (BLEU-1) to four-word phrases (BLEU-4). ROUGE assesses recall, showing how
well the model captures the reference’s n-grams.

and T = 3,ω = 0.7 focusing on ω, as well as in-
creasing the temperature to T = 3.5 with ω = 0.5
to explore potential improvements. These explo-
rations aimed to determine if a slight adjustment
in ω or an increase in T would enhance model
performance even further.

The combination of T = 3,ω = 0.5 performed
better in terms of BLEU scores across the different
combinations tested and compared to their respec-
tive teacher models’ results. The utilization of tem-
perature T in the softmax function for knowledge
distillation is pivotal in the experiments. A higher
T led to a softer probability distribution, crucial
for effective knowledge transfer from the teacher
model to the student model. This is particularly
evident in the improvements in BLEU scores with
T = 3, demonstrating that a softer distribution can
enhance learning in more complex configurations.

The cumulative BLEU score provides a single,
comprehensive measure of translation quality. As
shown in Table 3, the student model exhibits higher
cumulative BLEU scores across all n-gram levels
compared to the teacher model, indicating a more
robust performance. Its BLEU-1 (BLEU for 1-
gram) score of 25.61 in the TEST set suggests a
more effective word matching, while its BLEU-4
(BLEU for 4-gram) score of 14.84 shows stronger
performance in generating accurate four-word se-
quences compared to the teacher model.

Both the teacher model and the student model
demonstrate strong performance with more fre-

quent and shorter n-grams, particularly 1-grams
and 2-grams. The teacher model is able to cor-
rectly predict the following words across different
sentences: ‘i’, ‘am’, ‘you’, ‘are’, ‘so’, ‘slow’, ‘not’,
‘fine’, ‘shocked’, ‘my’, ‘worried’, ‘nervous’, and
‘tired’. The student model is able to correctly pre-
dict the same set of words except ‘my’, but with
the addition of the following words: ‘old’, ‘proud’,
‘of’, ‘12’, ‘years’. Majority of these words have
higher frequency across different sentences. Sen-
tences with a combination of these words also has
higher accuracy than sentences that are composed
of words that do not frequently appear in the dataset.
This explains why its accuracy diminishes as the n-
gram length increases, indicating a need for further
training and exposure to a broader variety of se-
quences. Incorporating more diverse and complex
n-grams into the training dataset could improve the
model’s robustness and accuracy across different
n-gram lengths.

The better performance of the student models
compared to the teacher model, as observed in
the experiments, can be traced back to several fac-
tors integral to the distillation process itself. First,
knowledge distillation efficiently transfers “soft tar-
get” from the teacher to the student model, not only
reducing over-fitting, but also acts as a form of
regularization, optimizing error learning from the
teacher model and preventing the student from be-
coming too confident prematurely. Second, the stu-
dent model inherits robust features from the teacher,



facilitating a more streamlined learning process.
Third, the student models often show enhanced
adaptability to specific tasks or datasets, thanks to
tailored adjustments like the softmax temperature,
focusing learning on task-relevant aspects of the
data. These collective advantages contribute to the
distilled models’ improved performance in terms
of accuracy, robustness, and efficiency, underlin-
ing the value of knowledge distillation in resource-
constrained environments.

5.2 Compression Ratio

While the translation performance of the student
model showed favorable results compared to the
teacher model, it is also important to measure the
compression ratio. This can show if the model size
is reduced, while maintaining performance.

Results revealed a significant reduction in the
model size from the original teacher model to the
compressed version, the student model. The file
size of the teacher model is 320.98 MB, It repre-
sents a baseline for performance but is impractical
for deployment in memory-limited environments.
In contrast, the student model is compressed to
59.33 MB. This indicates a 5.4 compression ratio,
indicating effective compression without compro-
mising the model’s utility.

This drastic reduction showcases the potential
of advanced model compression techniques, such
as quantization and pruning, which are essential
for deploying deep learning models on mobile and
embedded devices.

6 Conclusions and Recommendations

This research marks a significant breakthrough
in Filipino Sign Language (FSL) recognition and
translation, employing Tiny Machine Learning
(TinyML) to refine and enhance a sophisticated
model that integrates 2D Convolutional Neural Net-
works (CNN) and Transformer Neural Networks
(TNN) trained on an FSL dataset of sentences. The
potential of TinyML techniques, specifically knowl-
edge distillation, in compressing and improving a
large-scale model is shown in the comparison of the
teacher and student model performances in terms
of BLUE and ROUGE scores, and compression
ratio.

The student model achieved a BLEU-4 score of
14.84 and a ROUGE score of 24.46, which is 45%
and 5% higher than the teacher model respectively.
Although the highest BLEU-4 score of the original

2D CNN and TNN model by Camgoz et al. (2020)
adapted in this study is 21.59, the performance
of our model is still promising given the use of a
relatively small dataset. The augmented FSL-NMS
dataset (Rivera and Ong, 2018b) used by our model
comprises of 1628 samples which are composed of
2 to 5 words each, while the Phoenix14-T dataset
used by Camgoz et al. (2020) comprises of 8257
samples which are composed of 1 to 52 words
each. As mentioned in Section 2.1, use of larger
datasets can possibly lead to better performances
in translation. For an SLT task, the model would
benefit more from longer and continuous sentences,
as it can learn the context and morphology of the
language.

Aside from improved performances in trans-
lation, its capability in condensing a large-scale
model is evident as the student model has reached
a 5.4 compression ratio, with respect to the teacher
model. As there are other TinyML techniques as
enumerated in Section 2.2, there are still a lot of
room for improvements. This study opens the op-
portunities for future enhancements and deploy-
ments of SLT models on mobile, and wearable de-
vices. Looking ahead, this lays a solid foundation
for future technological enhancements and deeper
integration of the Deaf community into the societal
fabric, underscoring the profound societal benefits
of inclusive technology.
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A Gloss Translations of the Sentences
from FSL-NMS

The complete list of sentences and its correspond-
ing gloss translations from the FSL-NMS dataset
is shown in Table 4. Gloss translations are literal
translations of the word or phrase as they appear
when signed, separated by a space. This do not
follow the English grammar yet.

Sentences Glosses

John likes Mary. john likes mary
You are sick. you sick
Is it new year? new fireworks
How are you? you how
How old are you? age you how much
You are sick! you sick
I am fine. fine
I am 12 years old. old 12 year
Does john like Mary? john like mary
Happy new year! happy new fireworks
Good morning! good morning
Good noon! good noon
My head is not
painful.

headache not

I do not like you. not like you
I am not tired. not tired
You are not slow. you not slow
This is not hard. not hard
My head is painful. headache
I like you. like you
I am tired. tired
You are slow. slow
This is hard. hard
My head is very
painful.

headache very

I like you very much. like you very much
I am so tired. much tired
You are so slow! you much slow /

much slow
This is very hard. much hard
I hate you! hate
You are disgusting! disgusting
I am scared. scared
I am nervous. nervous
I am worried. worry
I am shocked! shocked
I saw a ghost. ghost
Thank you. thank you
The trip is exciting. trip exciting/joyful
The show is amazing. show amazing
I am proud of you! proud you
Our team won! class/group win
I am sorry. sorry
My dog died. dog die
I am alone. alone
I am heartbroken. heartache
I failed the exam. fail exam

Table 4: Gloss Translations of Sentences from FSL-
NMS dataset
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