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Abstract

Sentiment Analysis (SA) remains an active re-
search area in Natural Language Processing
due to its significance in academia and indus-
try. Recent advancements in large language
models (LLMs), including closed-source and
open-source models, have demonstrated their
potential for enhancing SA tasks. While ex-
isting research focuses on high-resource lan-
guages like English, this paper aims to con-
duct a comprehensive investigation into the ef-
fectiveness of prompt engineering with vari-
ous LLMs for Vietnamese SA tasks. Specifi-
cally, we experiment with three prompt tem-
plates designed in Vietnamese and English,
combined with two prompt engineering strate-
gies (zero-shot and few-shot prompting), across
the GPT family (GPT 3.5, GPT 4, and GPT 4o)
and open-source models (Llama-3, SeaLLM)
on six benchmark datasets. Our experimen-
tal results demonstrate that employing LLMs
with appropriate prompt templates and strate-
gies yields satisfactory performance, surpass-
ing several strong baselines in sentiment clas-
sification tasks.

1 Introduction

Sentiment Analysis is one of the active research
branches in the field of Natural Language Process-
ing (NLP), with the goal of analyzing and auto-
matically extracting opinions and emotional in-
formation aimed at the entities mentioned in the
text (Liu, 2022). This task has attracted much at-
tention from researchers because of its potential
in real-world applications. Besides, organizations
can utilize sentiment analysis applications to mon-
itor multiple social media platforms in real-time
and take immediate supportive actions (Feldman,
2013). However, manually conducting the analy-
sis of such a large amount of data will be time-
consuming and costly. Therefore, these practical
needs have provided strong motivations for much
research on the topic of opinion mining.

In recent years, large language models have rev-
olutionized the field of Natural Language Process-
ing, allowing machines to understand human lan-
guage with increased efficiency (Zhao et al., 2023;
Chang et al., 2023). These LLMs are developed
based on the Transformer architecture (Vaswani
et al., 2017) and trained on the large-scale raw
corpora. This helps these models address various
challenging NLP tasks in a zero-shot manner. In
particular, recent extensive work has been utilis-
ing the LLMs to solve the sentiment analysis and
has also received the attention of research com-
munities. However, most of the previous studies
focused on investigating the performance of LLMs
for high-resource languages like English (Zhang
et al., 2023b,a; Fatouros et al., 2023; Amin et al.,
2023b; Xu et al., 2023; Deng et al., 2023; Amin
et al., 2023a). Therefore, exploring the effective-
ness of current LLMs in low-resource languages is
a crucial research topic, especially for downstream
tasks.

For the Vietnamese language, Sentiment Analy-
sis has garnered attention from the research com-
munity for more than a decade. Inspired by the
initial study (Kieu and Pham, 2010), there has been
a significant amount of research in the field of
SA at various data domain levels such as educa-
tion (Nguyen et al., 2018b), hotels (Duyen et al.,
2014), and e-commerce (Vo et al., 2017; Nguyen
et al., 2018a), etc. Besides, the development of
traditional tasks in document-level and sentence-
level SA tasks (Thin et al., 2023c), research top-
ics in the field of SA in Vietnamese have focused
mainly on aspect-based sentiment analysis tasks
(Thin et al., 2023b). Most of the previous works
developed methods based on the power of machine
learning models (Do et al., 2023), deep learning
(Loc et al., 2023) or pre-trained language models
(Thin et al., 2023a; Thin and Nguyen, 2023). Ex-
ploring the effectiveness of LLMs for a regional
language on downstream tasks is one of the cru-



cial research topics. To the best of our knowledge,
there is no research exploring the effectiveness of
large language models for addressing various Viet-
namese SA tasks. In order to bridge this research
gap, this paper aims to investigate the effective-
ness of various open-source LLMs and GPT series
models in handling Vietnamese SA tasks across
different scenarios.

2 Related Work

2.1 Vietnamese Sentiment Classification

For the Vietnamese language, the topic of Sen-
timent Analysis has also received significant at-
tention from the scientific research community,
particularly in the past five years. In detail, Thin
et al. (2023c) was the first attempt to investigate the
effectiveness of fine-tuning pre-trained language
models on various Vietnamese benchmark datasets
for sentiment classification. Thin et al. (2023b) pro-
vided a systematic survey of current research on the
ABSA task for the Vietnamese language. The study
analyzed different aspects of the topic, including
the current approaches, evaluation metrics, and
available benchmark datasets. Particularly, Do et al.
(2023) presented a Contextualized Window Atten-
tion (CWA) method to acquire the context of these
groups rather than focusing on an individual word.
Another work by Thin et al. (2023a) investigated
two ensemble methods: soft-voting and feature fu-
sion, utilizing various pre-trained language models
for sentiment classification and aspect-category SA
tasks. Loc et al. (2023) proposed a deep learning
architecture combined with contextual embeddings
from a pre-trained language model.

2.2 Large Language Models for SA

Recently, the development of large language mod-
els has received substantial interest across both
academic and industrial communities (Zhao et al.,
2023; Chang et al., 2023). Most existing LLMs
are developed based on the Transformer architec-
ture, as described by Vaswani et al. (2017), and
are trained on massive unlabeled corpora. With the
growth of LLMs, there have been a number of re-
search efforts aiming at evaluating the performance
of LLMs or ChatGPT across Sentiment Analysis
tasks (Zhang et al., 2023b,a; Fatouros et al., 2023;
Amin et al., 2023b; Xu et al., 2023; Deng et al.,
2023; Amin et al., 2023a). Specifically, Zhang et al.
(2023b) carried out a systematic evaluation to ex-
amine the performance of LLMs in zero-shot and

few-shot settings, comparing them with fine-tuned
T5 models across various SA tasks and bench-
marks. The authors explored three open-source
LLMs of the Flan model family and two versions
of the OpenAI model. Similarly, the work of Zhang
et al. (2023a) investigated three open-source LLMs
in both zero-shot and few-shot scenarios on five
datasets specific to the software engineering do-
main. Instead of using the same LLMs as in the pre-
vious work (Zhang et al., 2023b), the authors opted
for three publicly available LLMs, each with 13
billion parameters. Fatouros et al. (2023) explored
the potential of ChatGPT with zero-shot prompting
in the finance domain. Amin et al. (2023b) also
investigated the capabilities of ChatGPT models,
including GPT-4 and GPT-3.5, on various affec-
tive computing tasks. The study of Xu et al. (2023)
designed a specialized prompt template and exam-
ined the limitation of ChatGPT for a complex task,
namely the quadruplet ABSA task. The authors
(Deng et al., 2023) presented a novel architecture
for analyzing market sentiment on social media
based on the LLM.

From the analysis above, it is clear that most
prior research has focused on evaluating the perfor-
mance of Large Language Models in the English
language. To the best of our knowledge, there has
been no exploration into the performance of various
LLMs for SA tasks in regional and low-resource
languages. As a result, the use of LLMs for these
languages is a critical issue. One of the crucial re-
search topics is investigating how existing LLMs
can more effectively support the processing of these
languages, particularly in downstream applications.
Therefore, this paper aims to evaluate the effec-
tiveness of prompt engineering on different current
LLMs in the zero-shot and few-shot settings on
Vietnamese SA tasks.

3 Methodology

3.1 Prompt Template Design

Large language models can produce different re-
sponses depending on the information provided in
the prompt template. Therefore, designing effec-
tive prompts is challenging due to the variability
in the underlying knowledge and background in-
formation of different LLMs (Hasan et al., 2024).
A well-crafted prompt is crucial for LLMs to un-
derstand the task and generate the desired response
accurately. As a result, in this work, we explore
three prompt templates for both Vietnamese and



English languages. We present three designs for
prompt engineering below:

• Direct Question Prompting: This prompt
format is highly effective for tasks requiring
specific answers. It minimizes ambiguity by
directly instructing the model to classify senti-
ment, making it ideal for straightforward tasks
or situations where clarity is crucial.

• Labeling Instructions: Providing clear in-
structions ensures the model understands what
is expected. This method is particularly effec-
tive where consistency and accuracy in re-
sponse generation are crucial.

• Role-Playing Prompt: This approach capi-
talizes on the ability of LLMs by assigning
them a specific role, like a sentiment analysis
expert. This can create more engagement in
classifying the sentiment polarity class for the
input review.

Each template has its strengths and holds po-
tential for exploring the sentiment classification
task in various levels of input reviews and domains,
especially for low-resource languages such as Viet-
namese. Figure 1 illustrates the three prompt tem-
plate designs in English for the sentiment classifi-
cation task.

3.2 Prompt Engineering Strategy

Beyond the use of prompt templates, prompt en-
gineering offers a powerful approach to effec-
tively harnessing LLMs for diverse NLP tasks.
Given the wide range of prompt engineering tech-
niques and their task-specific nature, this study fo-
cuses on applying zero-shot prompting (Wei et al.,
2021; Reynolds and McDonell, 2021) and few-shot
prompting (Brown et al., 2020a) to the sentiment
classification problem. A brief overview of these
strategies follows.

• Zero-shot Prompting: This strategy involves
providing a model with a task instruction
without any accompanying examples. The
model must generate output based solely on
its general knowledge and understanding of
the given task.

• Few-shot Prompting: This technique incor-
porates k-shot examples into the prompt to
improve in-context learning abilities using
demonstrations. Contrary to the approach in

the previous work (Min et al., 2022), we ran-
domly select k input-label samples for each
sentiment class from the training set. We eval-
uated using three k-shot settings: 1-shot, 3-
shot, and 5-shot. For the ACSC task, we ran-
dom sample K (k=1,3) examples for each as-
pect category.

3.3 Large Language Models

In this study, we utilize three major closed-source
(GPT 3.5, GPT 4 and GPT 4o) and two open-source
LLMs (Llama-3 8B and SeaLLM v3 7B) that have
significantly advanced NLP in Vietnamese lan-
guage. Furthermore, these models are at the fore-
front of language modelling capabilities and pro-
vide robust support for the Vietnamese language.

• GPT 3.5 Turbo: GPT-3.5 Turbo is an ad-
vanced model in the GPT architecture series
developed by OpenAI (Brown et al., 2020b). It
enhances the capability to understand natural
contexts.

• GPT 4 (Achiam et al., 2023): This model
enhanced capabilities in understanding and
generating human-like text. GPT-4 demon-
strates exceptional ability in various NLP
downstream tasks, especially reasoning tasks.

• GPT 4o: GPT-4o is a multilingual and mul-
timodal model that represents an update and
optimization of the GPT-4 model. This model
has the ability to respond faster and better rec-
ognize context to provide answers.

The list of open-source large language models is
investigated in this work is present as below:

• Llama-3 8B Instruct: is a family of models
developed by Meta based on the Llama-2 ar-
chitecture (Touvron et al., 2023). The models
utilize a new tokenizer that expands the vo-
cabulary size up to 128K, enabling efficient
multilingual text encoding.

• SeaLLM v3 7B (Wenxuan et al., 2024): is
the latest models to the SeaLLMs family (Phi
et al., 2024), specifically designed for South-
east Asian languages.

4 Experimental Setup

4.1 Experimental Settings

To investigate the performance of GPT-3.5-Turbo,
GPT4o and GPT-4, we used the key from Azure



Direct Question Prompting

### Instruction: What is the sentiment
(positive, negative, or neutral) of the following
Vietnamese review

### Input: {vietnamese_review}

### Sentiment label: 

Response: The sentiment of the review in
Vietnamese is positive

Example

### Instruction: What is the sentiment
(positive, negative, or neutral) of the
following Vietnamese review.

### Input: Giảng viên dạy hay

### Sentiment label: 

Label Instruction Prompting

### Instruction: Classify the sentiment of
the following Vietnamese review as positive,
negative, or neutral.

### Input: {vietnamese_review}

### Sentiment label: 

Response: positive

Example
### Instruction: Classify the sentiment of
the following Vietnamese review as positive,
negative, or neutral.

### Input: Giảng viên dạy hay

### Sentiment label: 

Role Playing Prompting

### Instruction: Assume that you are a sentiment
analysis expert. Your task is to performance a
sentiment classification task. You are provided a
Vietnamese review, your task is to classify the
sentiment of aspect category based on the given review
as either positive, neutral or negative. Return only the
label without any additional text.
### Input: {vietnamese_review}
### Sentiment label: 
Example

### Instruction: Assume that you are a sentiment
analysis expert. Your task is to performance a sentiment
classification task. You are provided a Vietnamese
review, your task is to classify the sentiment of aspect
category based on the given review as either positive,
neutral or negative. Return only the label without any
additional text.
### Input: Giảng viên dạy hay
### Sentiment label: 

Response: positive

Figure 1: Three Prompt Template designs for Sentiment Classification task.

OpenAPI because of its stability and minimal im-
pact on response time. Two open-source LLMs can
be accessed through the Huggingface platform. All
experiments were conducted on a single NVIDIA
A100 with 80GB GPU and a token length limit
of 4096 for the zero-shot and few-shot prompt-
ing. The temperature parameter was set to zero
to ensure consistency for LLMs, thereby yielding
deterministic predictions in the inference phrase.

4.2 Datasets and Evaluation Metrics

For the sentiment classification task, we utilize
sentence-level and document-level data from di-
verse domains. We employ publicly available
datasets such as UIT-VSFC (Nguyen et al., 2018b)
for the education domain, VLSP (Nguyen et al.,
2018a) for social media, and HSA (Duyen et al.,
2014) for the hotel domain. We use the same num-
ber of samples in our training and testing sets as
the corresponding original datasets. For the aspect-
category sentiment classification task, we use three
datasets for different domains from two previous
works, including the restaurant and hotel (Thin
et al., 2021), smartphone (Luc Phan et al., 2021).
Due to the imbalanced distribution of aspect and
sentiment labels in these datasets, we restructured
the test set by selecting 50 samples for each aspect
category and sentiment extracted from the test and
development sets. The training set size is main-
tained as in prior studies.

4.3 Baseline Comparison Models

To comprehensively evaluate the performance of
our results, we compare them against the following

approaches:
Fine-tuning pre-trained BERT-based lan-

guage models (Thin et al., 2023c) have achieved
state-of-the-art performance across numerous NLP
downstream tasks. For this approach, we re-report
the results from previous studies for the sentiment
classification task and implement the new models
for the ACSA task. We use different robust pre-
trained BERT-based language models for the Viet-
namese language.

Fine-tuning pre-trained Encoder-Decoder

language models can address the understanding
tasks by converting them into the text genera-
tion problem. In this work, we fine-tuned sev-
eral of these models, including viT5 (Phan et al.,
2022), mT5 (Xue et al., 2021). We use the hyper-
parameters as a recommendation in previous works
(Thin and Nguyen, 2023; Thin et al., 2023c) for the
classification tasks.

5 Results and Discussion

5.1 Zero-shot Strategy

Table 1 and Table 2 present the performance of the
zero-shot strategy with different prompt templates
on three close-source LLMs for different datasets.
As can be observed in Table 1, the “Role-Playing”
template tends to have higher Macro F1 and Micro
F1 scores across different models, languages, and
datasets compared to the other two templates except
for the hotel domain. The role-playing approach
might encourage the LLM to understand the task
better. Therefore, LLMs might focus on relevant as-
pects of the text and make more accurate sentiment
predictions. Moreover, using the “Role-Playing”



Table 1: The results of different prompt templates based on zero-shot strategy on close-source LLMs for the
Sentiment Classification. (Best results are highlighted in each column).

Model Language Prompt Template
UIT-VSFC HSA VLSP

Average
Macro F1 Micro F1 Macro F1 Micro F1 Macro F1 Micro F1

GPT 3.5

Vietnamese
Direct Question 64.56 76.03 67.85 77.76 64.66 67.24 69.68
Labeling Instruction 57.10 66.55 67.11 73.52 67.97 68.48 66.78
Role-Playing 68.77 82.00 63.47 78.21 68.68 68.79 71.82

English
Direct Question 65.23 78.71 73.27 82.30 68.63 69.90 72.84
Labeling Instruction 64.51 77.38 72.13 81.69 65.41 67.24 71.39
Role-Playing 68.69 81.15 63.60 80.79 69.14 69.24 72.10

GPT 4o

Vietnamese
Direct Question 67.58 80.39 70.58 82.15 59.59 65.52 70.97
Labeling Instruction 67.28 80.20 70.28 81.54 65.41 68.86 72.26
Role-Playing 68.76 81.30 74.06 81.24 71.24 72.67 74.88

English
Direct Question 55.74 79.19 67.72 79.12 49.09 60.95 65.30
Labeling Instruction 67.97 80.54 70.28 81.54 50.18 61.52 68.67
Role-Playing 68.96 81.21 74.74 80.33 72.01 72.67 74.99

GPT 4

Vietnamese
Direct Question 69.78 82.38 72.86 82.00 73.69 74.86 75.93
Labeling Instruction 67.95 80.01 73.18 81.54 72.57 73.52 74.80
Role-Playing 69.12 81.43 76.38 83.02 74.71 75.43 76.52

English
Direct Question 64.98 77.01 73.87 82.75 75.22 75.71 74.92
Labeling Instruction 64.22 76.06 75.00 82.90 73.60 74.10 74.31
Role-Playing 69.31 82.93 76.74 83.06 74.15 74.76 76.83

template makes the interaction with the LLM more
engaging and natural, potentially leading to better
performance (Sondos Mahmoud Bsharat, 2023).

We also observed that English prompt templates
generally outperformed their Vietnamese counter-
parts across most datasets and prompt templates.
However, the performance difference between the
two languages was not statistically significant. Even
using the Vietnamese prompt with the GPT 4
model gives better results on two metrics for the
VLSP dataset. This is primarily due to the fact
that most LLMs are initially pre-trained on mas-
sive English text corpora, providing them with a
stronger foundation in understanding and generat-
ing English text compared to other languages. This
finding matches those observed in earlier studies
(Tran et al., 2024).

As shown in Table 1 and Table 2, the results
show that GPT-4 performs better than GPT-3.5 and
GPT-4o for most datasets. On average, GPT-4 con-
sistently outperformed the other two models across
both SC and ACSC tasks, regardless of the prompt
template used. Interestingly, for the more complex
ACSC task, the performance difference between
GPT-4 and GPT-4o was insignificant when using
the ’Role-Playing’ template in both languages. Be-
sides, experimental results suggest that the impact
of prompt template design diminishes when using
large language models like GPT-4 and GPT-4o,
likely due to their enhanced ability to understand
a broader range of languages and dialects. For ex-
ample, GPT-4 using a Vietnamese prompt template
achieved the best performance on VLSP datasets,
with Macro F1 and Micro F1 scores of 74.71%
and 75.43%, respectively. Compared to the two

smaller open-source LLMs (Llama-3 8B Instruct
and Seallm v3 7B), the GPT series models signifi-
cantly outperform in zero-shot prompting scenarios
(see Table 3 and Table 4). In addition, the Llama-3
model gives the best results compared to Sea-LLM
v3 in most of the datasets except for the UIT-VSFC.

5.2 Few-shot Strategy

Tables 3 and 4 present the performance of var-
ious LLMs under few-shot scenarios for the SC
and ACSC datasets, respectively. Generally, k-
shot prompting significantly enhances performance
compared to zero-shot prompting across most mod-
els. However, we observe performance degradation
in some high-parameter models like GPT-4 and
GPT-4o on the HSA dataset as the number of shots
increases. This might be attributed to overfitting,
where the model relies on provided examples rather
than understanding the underlying task.

Figure 2 demonstrates that using a few-shot
prompt with GPT-4 enhanced the overall perfor-
mance than zero-shot prompting for the UIT-VSFC
and HSA datasets. In the case of VLSP, the few-
shot approach also improved results, but the differ-
ence is not significant in three LLMs. The reason
is that the VLSP dataset is a challenging dataset
annotated at the document level and contains many
vocabulary, syntax and grammar errors. Besides,
we noticed that two open-source LLMs (Llama-
3 and Sea-LLM) with 5-shot prompting achieved
a comparable performance with the GPT-3.5 and
GPT-4o in three SA datasets. For the ACSC dataset,
the Llama-3 8B Instruct also give better results than
GPT-3.5 in the Hotel and Phone datasets. More-
over, the experimental results show that increas-



Table 2: The results of different prompt templates based on zero-shot strategy on close-source LLMs for the
Aspect-Category Sentiment Classification.

Model Language Prompt Template
Restaurant Hotel Smartphone

Average
Macro F1 Micro F1 Macro F1 Micro F1 Macro F1 Micro F1

GPT 3.5

Vietnamese
Direct Question 60.25 63.33 66.26 78.14 57.54 75.36 66.81
Labeling Instruction 51.72 60.00 62.66 77.65 43.20 64.97 60.03
Role-Playing 51.38 56.67 69.15 83.04 55.33 74.54 65.02

English
Direct Question 66.91 69.67 69.08 81.75 68.54 79.02 72.66
Labeling Instruction 64.30 67.67 66.23 80.63 67.55 78.82 70.87
Role-Playing 56.68 64.50 69.50 82.13 60.16 76.99 68.33

GPT 4o

Vietnamese
Direct Question 55.51 65.00 71.47 85.85 66.22 82.28 71.06
Labeling Instruction 61.62 67.67 71.26 84.24 65.62 81.26 71.95
Role-Playing 67.36 71.83 72.27 86.82 71.89 83.32 75.58

English
Direct Question 63.86 63.83 68.37 86.01 62.83 82.48 71.23
Labeling Instruction 62.50 63.33 70.84 87.14 63.37 82.48 71.61
Role-Playing 71.90 74.33 73.36 84.89 72.53 83.30 76.72

GPT 4

Vietnamese
Direct Question 70.46 73.67 71.93 86.41 68.40 81.47 75.39
Labeling Instruction 70.44 73.00 72.89 86.25 73.75 81.67 76.33
Role-Playing 68.18 72.00 73.22 86.17 70.75 81.87 75.37

English
Direct Question 72.93 72.00 71.48 85.77 69.95 83.10 75.87
Labeling Instruction 69.69 74.17 73.51 87.94 69.31 82.28 76.15
Role-Playing 71.42 74.83 73.71 85.93 73.26 83.87 77.00
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Figure 2: Performance Comparison of GPT-4, Sea-LLM v3 and Llama-3 in Zero-Shot vs Few-Shot Prompting (k=1
and k=3) on three SA benchmark datasets.

ing the k-shot example improves the performance
on various datasets in different LLMs. Our results
are consistent with previous studies (Zhang et al.,
2023b) in the English language.

5.3 Comparison to baselines

In comparison to other baseline approaches, two
prompting strategies demonstrate competitive per-
formance across AC and ACSC datasets. Specif-
ically, in the SA datasets, the few-shot prompting
approach achieves a weighted F1-score of 91.27%
on the UIT-VSFC dataset, surpassing most baseline
models except for viT5, XLM-R, and PhoBERT.
For the HSA and VLSP datasets, both prompt
strategies outperform previous approaches, with
improvements of +2.39% and +1.52%, respectively.
The comparison of different approaches to the best
results of the two prompt strategies is shown in
Table 5.

As depicted in Table 6, it can be seen that

fine-tuning pre-trained language models in a
classification-based approach are strong baselines
with the highest performance for the ACSC task,
followed by the results of prompt strategies. De-
spite the complexity of the ACSC task, LLMs
with prompt engineering have not yet been able
to surpass the performance of fine-tuned small pre-
trained language models. Nonetheless, our exper-
iments demonstrate that LLMs can achieve rea-
sonable performance on the ACSC task without
requiring the development of new datasets or train-
ing custom models.

6 Error Analysis

To better understand LLM performance, we con-
duct an error analysis based on GPT-4’s best results
using a few-shot prompting strategy across differ-
ent datasets. We manually select these incorrect
predictions and categorize error types by model.

First, we analyze the confusion matrix to under-



Figure 3: Confusion matrix for three SA datasets.

Figure 4: Confusion matrix for three ACSC datasets.

Table 3: Few-shot performance of different LLMs for
three SA datasets.

Model
UIT-VSFC HSA VLSP

Macro F1 Micro F1 Macro F1 Micro F1 Macro F1 Micro F1

Llama-3 8B Instruct

0-Shot 59.78 68.41 66.71 69.59 65.80 65.90
1-Shot 70.01 84.30 73.19 79.43 68.76 68.95
3-Shot 70.88 84.14 71.58 79.12 66.93 68.10
5-Shot 75.96 87.05 70.19 80.03 69.39 69.90
Sea-LLM v3 7B

0-Shot 63.89 75.36 63.44 69.44 46.08 52.10
1-Shot 65.76 78.49 70.09 77.31 46.70 50.38
3-Shot 71.72 83.86 70.75 75.64 49.82 52.38
5-Shot 71.76 85.06 70.86 77.76 56.14 57.14
GPT 3.5

0-Shot 71.69 84.65 63.60 80.79 56.14 63.24
1-Shot 74.30 87.21 70.11 81.45 69.52 71.05
3-Shot 72.97 85.79 71.73 80.94 67.33 69.71
5-Shot 73.69 86.83 71.01 81.54 69.10 71.14
GPT 4o

0-Shot 68.96 81.21 74.74 80.33 72.01 72.67
1-Shot 74.72 86.77 76.46 81.85 77.22 77.14
3-Shot 76.09 88.66 75.29 80.03 76.20 76.38
5-Shot 77.41 89.86 75.38 79.73 77.70 77.62
GPT 4

0-Shot 69.31 82.93 76.74 83.06 74.15 74.76
1-Shot 76.46 89.01 76.93 82.45 75.68 76.10
3-Shot 77.77 89.51 75.36 80.79 75.62 76.48
5-Shot 80.41 91.25 75.16 80.18 77.57 77.71

stand better the prediction ability of each label in
our best-performing models. The results are shown
in Figure 3 and Figure 4 for SC and ACSC tasks,
respectively. In analyzing the three SA datasets, we
observe that the models effectively classify both
negative and positive reviews. Additionally, the per-
centage of misclassifications between positive and
negative labels is minimal in all three datasets. This

Table 4: Few-shot performance of different LLMs for
aspect-level sentiment classification datasets.

Model
Restaurant Hotel Phone

Macro F1 Micro F1 Macro F1 Micro F1 Macro F1 Micro F1

Llama-3 8B Instruct

0-Shot 56.08 60.50 70.21 82.23 67.71 77.80
1-Shot 54.33 60.33 71.39 84.00 65.53 77.39
3-Shot 55.30 61.17 71.59 84.16 65.58 77.39
Sea-LLM v3 7B

0-Shot 36.94 46.00 56.13 76.05 51.64 68.64
1-Shot 45.93 54.50 65.94 82.88 59.46 74.95
3-Shot 45.29 54.50 64.49 82.80 59.56 74.34
GPT 3.5

0-Shot 56.68 64.50 69.50 82.13 60.16 76.99
1-Shot 63.75 66.00 71.06 83.76 58.39 74.54
3-Shot 64.56 68.17 69.89 81.35 61.35 74.95
GPT 4o

0-Shot 71.90 74.33 73.36 84.89 72.53 83.80
1-Shot 71.84 74.17 73.88 85.23 73.11 84.26

3-Shot 74.74 76.67 72.32 82.80 75.07 82.28
GPT 4

0-Shot 71.42 74.83 72.71 85.93 70.26 81.87
1-Shot 72.34 75.00 74.99 86.50 70.58 82.08
3-Shot 75.66 77.67 73.71 85.13 74.86 83.71

demonstrates that LLMs are able to classify the
positive and negative reviews effectively in most
datasets. Two confusion matrices also reveal that
most reviews related to the neutral label are incor-
rectly predicted. Moreover, in some datasets like
UIT-VSFC, Hotel, and Phone, the proportion of
incorrect data samples is notably higher for neutral
and positive labels. The reason for this result is
the definition of “neutral” class in the annotation
guidelines for each dataset. For example, in Table
7, the review with Id 3, “nói chung là !n,” is an-



Table 5: Weighted F1-score of two prompt strategies
against other approaches on three SA datasets. Some

results is adapted from (Thin et al., 2023c).

Type Model HSA UIT-VSFC VLSP

Baselines

MLP (Nguyen et al., 2018a) - - 69.40
MaxEnt (Nguyen et al., 2018b) - 87.94 -
LD-SVM (Nguyen et al., 2018c) - 90.20 -
VietSentiLex (Vo and Yamamoto, 2018) 77.00 - -
BiLSTM-CNN (Le et al., 2020) - 93.51 -
Two-channel CNN (Nguyen et al., 2020) - 88.90 64.00
Two-channel LSTM (Nguyen et al., 2020) - 89.30 69.50
mT5 73.07 89.27 63.27
viT5 80.80 92.54 75.66
viBERT_FPT 74.02 90.64 69.98
viELECTRA_FPT 74.10 89.87 67.33
mBERT 77.15 91.41 68.53
XLM-R 74.57 92.55 73.06
PhoBERT 80.94 93.45 76.05

This work
(Best results)

Zero-shot Prompting 83.33 85.04 74.15
Few-shot Prompting 81.35 91.27 77.57

Table 6: Macro F1-score of two prompt strategies
against other baselines on three ACSC datasets.

Type Model Restaurant Hotel Phone

Baselines

VisoBERT 82.90 78.89 86.16
XLM-R 81.79 77.20 83.81
PhoBERT 82.82 79.90 86.46

mT5 75.12 73.13 71.85
viT5 77.17 75.14 76.32

This work
(Best results)

Zero-shot Prompting 71.90 73.71 73.75
Few-shot Prompting 75.66 74.99 75.07

notated as “positive” but is predicted as ’neutral’
due to the word ’!n’ (“okay”). In Vietnamese, this
word expresses a moderate emotion and is generally
considered neutral sentiment, similar to the exam-
ple with ID10 in the UIT-VSFC dataset. Besides,
we found that the model tends to give the wrong
prediction with reviews containing two opposing
sentiments. These reviews often are annotated as
“neutral” labels based on the guidelines (as exam-
ples in Id 2). The lack of this assumption in the
models leads to incorrect predictions.

For the SC datasets, we also found that the model
often gives the wrong prediction with implicit sen-
timent, insufficient context, comparison review, or
conditional reviews. For instance, in the examples
with Id 1, Id 12, and ID 13 in Table 7, it can be
seen that these reviews contain implicit sentiments.
Therefore, the model must be able to reason to de-
tect the right sentiment label. To address this chal-
lenge, the chain-of-thought reasoning prompting
technique (Fei et al., 2023) is one of the effective
solutions for classifying implicit sentiment in re-
views. The model mispredicted some reviews that
lack context, such as examples in Id 7, 8, 9, and
14. These samples are ambiguous, and making a
decision depends heavily on the definitions of the
guidelines and the domain experts. Moreover, the
model often fails to predict the comparison review

as the example with Id 11 (“Mua ipad air2 c" ngon
h#n nhi$u” (Buying a used ipad air2 is much bet-
ter)). We can see that the user compares the current
product to the ’old ipad air2’ and expresses that the
current product is not good enough to buy. There-
fore, the sentiment label is negative. One type of
error we also noticed that the model predicted in-
correctly was conditional review, as in the examples
with Id 4 and 5. It is difficult for a model to iden-
tify the right sentiment label for these reviews as
human opinions.

In the ACSC task, we noted that the model fre-
quently struggled to accurately predict implicit
sentiment, which necessitates analyzing the un-
derlying implications of reviews. As illustrated by
examples 1, 2, and 11 in Table 8, the model of-
ten misinterprets the context of reviews related
to the Drinks#Quality, Drinks#Style_Option and
Rooms#Quality aspect categories. These categories
typically convey positive sentiments when com-
pared to other aspects. Besides, the model some-
times gives the wrong prediction for some aspect
categories that are mentioned in the review but does
not express the polarity, such as, for example, in Id
3 and 5. As the same error type as the SC dataset,
some review contains the “neutral” vocabulary (!n
(okay) or bình th%&ng (ordinary)), but the model
predicts a positive class.

Another type of error occurs when the model is
not able to identify the information for the given
aspect category, which leads to incorrect classify of
the sentiment polarity label. For example, in review
with Id 8 as “Quá th’t v(ng. )ang xài u10 chuy*n
qua con này do thi+t k+ màu ,-p h#n nh%ng ,#,
xài lo.n c/m 0ng. (Very disappointed. Switched
to this phone due to its nicer color design, but
it’s laggy and has an unresponsive touchscreen.)”,
we can easily identify the phrase representing the
information for the “Design” aspect as ‘thi+t k+
màu ,-p h#n” (its nicer colour design), and the
corresponding sentiment label is positive. However,
it is possible that due to information ambiguity,
the model incorrectly predicts the corresponding
sentiment label for the “Design” aspect category
as negative. To address this situation, future work
can require the models to extract the text related to
the aspect category before classifying its sentiment
polarity. This approach could potentially enhance
the overall performance of the ACSC task.



Table 7: Error examples for three sentiment classification datasets.

Id Dataset Review Gold Label Prediction

1

HSA

G1n ,+n sáng m2i th’y mát ... (It only starts to feel cool
near dawn ...)

negative neutral

2 Khách s.n có ,3a ,i*m t4t nh%ng phòng h#i nh5 và bí.
(The hotel is well-located but the rooms are somewhat
small and stuffy.)

neutral negative

3 Nói chung là !n (Overall, it’s okay) positive neutral
4 n+u có thêm b6n t7m n8a thì không còn gì ,* phàn

nàn. (If there were a bathtub, there would be nothing to
complain about.)

neutral positive

5 N+u phòng l2n h#n m9t chút s: t4t h#n. (If the room
were a bit larger, it would be better.)

negative neutral

6

UIT-VSFC

nên cho sinh viên slide ,* h(c. (Students should be
given slides to study.)

negative positive

7 máy chi+u rõ h#n. (The projector should be clearer.) negative positive
8 không ,i*m danh. (Do not take attendance.) neutral positive
9 d.y full english. (Teach fully in English.) negative neutral
10 th1y d.y khá !n. (The teacher teaches quite okay.) neutral positive
11

VLSP

Mua ipad air2 c" ngon h#n nhi$u (Buying a used ipad
air2 is much better)

negative positive

12 %2c gì có em này (Wish I had this one) positive neutral
13 l.i là oppo (It’s Oppo again) negative neutral
14 )ùa ch0 gi& còn ch%a mua n!i note 4?? (Joking, but I

still can’t afford a note 4??)
neutral negative

7 Conclusion

In this study, we focused on evaluating the perfor-
mance of various LLMs across different prompt
templates and engineering strategies for Viet-
namese sentiment classification tasks. To our
knowledge, this is the first comprehensive investi-
gation of LLMs for diverse Vietnamese datasets.
Our extensive experiments demonstrated that the
GPT-4 model, combined with a role-playing tem-
plate in English, consistently achieved the highest
performance across most datasets. Moreover, the
few-shot prompting strategy effectively enhanced
overall performance for both SC and ACSC tasks,
regardless of whether the LLMs were open-source
or closed-source. Compared to previous baseline
approaches, employing LLMs with prompt en-
gineering, particularly for datasets with limited
training data, significantly improved overall per-
formance. The findings presented in our paper
can contribute to research on developing AI ap-
plications across various data domains, as they ad-
dress the significant cost associated with annotating
datasets for training machine learning models.
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