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Abstract

This paper explores the potential of leverag-
ing Large Language Models (LLMs), specifi-
cally ChatGPT-4, LLaMa 3-8B, and Gemini-
1.5-pro, in PERMA-based psychological well-
being assessment. Utilizing the ISEAR dataset,
7,431 utterances were processed then classi-
fied into the five well-being states: excelling,
thriving, surviving, struggling, and in-crisis.
In the absence of a ground truth, intercoder
agreement was applied as the metric to com-
pare the performance of the LLMs with one
another and with the rule-based PERMA lexi-
con. Analysis of the results revealed that 9.45%
of the dataset showed no agreement among the
LLMs, 60.93% showed partial agreement, and
29.62% showed full agreement. The mode of
the LLMs’s labels then served as the standard
for comparison, resulting in an intercoder agree-
ment of 32.54% for PERMA lexicon, 72.86%
for ChatGPT, 78.95% for Gemini, and 68.36%
for LLaMa. These findings highlight that while
the LLMs demonstrate substantial agreement,
the discrepancies unveil the challenges in cap-
turing nuanced emotional expressions - necessi-
tating further refinements to enhance the LLMs’
accuracy and reliability in psychological well-
being assessments.

1 Introduction

Mental health is a state of well-being that exists on
a complex continuum and can vary greatly among
individuals (Gautam et al., 2024). Albeit funda-
mental aspect of overall well-being, it remains one
of the leading global health challenges not only
from the after effects of the COVID-19 pandemic
(Duden et al., 2022), but also everyday stressors.
If left unmanaged, this psychological distress can
lead to lower quality of life, unrealized potentials,
poor academic and work performance, and negative
emotions. As such, the importance of proper detec-
tion and management of psychological well-being
has grown significantly in recent years.

Emotional expression is the process of convey-
ing one’s emotions through verbal or non-verbal
manner. It is a complex indicator of one’s mental
state and integral to psychological well-being. A
study by Pennebaker (1997) revealed the impor-
tance of emotional expression in reducing psycho-
logical distress. Expressing emotions effectively
can act as a coping mechanism that lowers stress
levels, reduces depressive symptoms, improves
mental health, and enhances psychological well-
being. Conversely, emotional suppression is the
inhibition of emotional expression. It is linked
to lower levels of well-being and higher levels of
depression and anxiety (Gross and John, 2003).
Barrett et al. (2011), however, argue that emotional
expressions are ambiguous as they can vary signifi-
cantly depending on the context, individual differ-
ences, and cultural background.

The emergence of large language models
(LLMs) with the ability to understand and generate
fluent human language enables them to respond
dynamically and coherently to a user’s prompts.
Some LLMs are also equipped with user-friendly
interfaces and conversational capabilities that en-
able them to function as empathetic chatbots with
applications in mental healthcare. These studies are
devoted to building empathetic language models
capable of understanding human emotions through
language analysis (Shin et al., 2019; Zhou et al.,
2020) and generating empathetic responses (Lee
et al., 2022; Lin et al., 2020; Morris et al., 2018)
in order to offer individualized emotional support.
However, while emotion detection is a necessary
component in generating empathetic responses, it
is only one of the five dimensions that comprise an
individual’s mental health and well-being.

The PERMA model, proposed by Seligman
(2010), is a psychological framework aimed at un-
derstanding well-being through its five dimensions:
Positive Emotions (P), Engagement (E), Relation-
ships (R), Meaning (M), and Accomplishment (A).



This can provide a better assessment of an individ-
ual’s flourishing state. PERMA emphasizes that to
be flourishing does not merely mean the absence of
mental illness but the presence and sustained culti-
vation of positive states that contribute to long-term
well-being. Moreover, unlike models that focus on
a single aspect of well-being, PERMA recognizes
that well-being is multi-faceted; thus, capturing
multiple dimensions that are essential for overall
well-being. Even though it is a holistic model,
the use of PERMA for well-being detection and
assessment has not been extensively explored in
NLP research. Moreover, while there are publicly
available datasets commonly used for emotion and
stress detection, there is none for PERMA well-
being assessment.

LLMs are capable of language comprehension,
contextual understanding, and scalability that tradi-
tional machine learning models fall short of. Stud-
ies have also demonstrated the abilities of LLMs to
perform annotations on textual data (Pangakis et al.,
2023). However, LLMs are still limited in fully un-
derstanding nuanced human emotions. As such,
Zhang et al. (2024) built the Agent for STICK-
ERCONV (Agent4SC) to account for the limited
abilities of LLMs in performing empathetic anno-
tations.

In this paper, we describe our experiments in
leveraging multiple LLMs, specifically ChatGPT-
4 (OpenAI, 2023), LLaMa 3-8B (Touvron et al.,
2023), and Gemini-1.5-pro (Team, 2024) for
PERMA well-being assessment. Our study makes
the following contributions:

1. Application of Seligman’s PERMA model in
psychological well-being assessment;

2. Comparison of the performance of ChatGPT-
4, LLaMa 3-8B, and Gemini-1.5-pro in
PERMA well-being assessment; and,

3. Utilization of intercoder agreement to derive
the ground truth which can be used to label
existing datasets with PERMA.

2 Related Works

Early works in well-being assessment focused on
sentiment analysis through simply detecting the
overall tone of an utterance, and emotion detec-
tion that captures a wider range of emotional states
which is crucial in understanding the user’s feel-
ings. Both tasks are integral for empathetic dia-
logue generation that requires understanding the

overall tone of the utterance and the emotional state
of the user to respond empathetically. The use of
LLMs for sentiment analysis and emotion detec-
tion are briefly presented in this section to provide
the essential foundation of well-being assessment.

2.1 LLMs for Sentiment Analysis

Krugmann and Hartmann (2024) explored LLMs’
performance in sentiment analysis. Specifically,
their study evaluated the performance of three state-
of-the-art LLMs: GPT-3.5, GPT-4, and LLaMa
2 for zero-shot binary and three-class sentiment
classification tasks, as opposed to traditional learn-
ing models. Results showed that GPT-4 surpassed
the LLMs for binary sentiment analysis, except
the fine-tuned transfer-learning model SiEBERT.
While GPT-4 dominated the three-class sentiment
analysis for three out of four datasets, RoBERTa
outperformed GPT-4 by 15% on the Twitter dataset.
Although the LLMs demonstrated their prowess in
zero-shot sentiment analysis, their study also high-
lights that fine-tuned transfer-learning models are
able to surpass LLMs in certain contexts.

Sun et al. (2023) proposed a multi-LLM negoti-
ation framework for sentiment analysis to address
the challenge that single-round in-context learn-
ing of a single LLM may not generate accurate
response. The multi-LLM negotiation framework
involves a generator LLM that generates the senti-
ment and a discriminator LLM that evaluates the
credibility of the generated sentiment by the gener-
ator LLM. Results showed that using two different
LLMs such as GPT-3.5 and GPT-4 yield signif-
icant performance as opposed to one LLM (self-
negotiation). Moreover, introducing a third LLM to
settle disagreements between the two LLMs further
improved the performance on sentiment analysis.

2.2 LLMs for Emotion Detection

Nedilko (2023) probed the utilization of genera-
tive pretrained transformers for multi-class emo-
tion classification. Specifically, ChatGPT was em-
ployed to classify code-mixed Roman Urdu and
English SMS messages into one of the twelve
pre-defined emotion labels. Results showed that
ChatGPT exceeded the baseline XGBClassifier and
BERT-base-multilingual-cased model. Moreover,
it was also observed that the ChatGPT’s perfor-
mance is reliant on the prompt.

Bhaumik and Strzalkowski (2024) introduced an
approach that jointly addresses emotion detection
and emotion reasoning as a generative question-



answering (QA) task. Their approach includes
prompting the LLM to generate a context, then
the context is subsequently utilized for the LLM to
generate step-by-step reasoning through the chain-
of-thought (CoT) prompting, and the emotion label.
Results showed that this approach (QA prompting)
excelled in emotion detection as opposed to regular
prompting and CoT prompting.

3 Task Description

In this study, PERMA well-being assessment is
projected as a text classification task. Given the
PERMA label L = {excelling, thriving, surviving,

struggling, in crisis} which is a set containing
all possible well-being states defined by (Delphis,
2020) and U which is the set of all input utterances,
the well-being assessment task is a function f :
U → L to classify each utterance u ↑ U with
a label l ↑ L that best represents the well-being
state of the utterance u. This label is the output of
the PERMA well-being assessment task. Figure 1
depicts the five well-being states.

Figure 1: Well-being States Defined by Delphis (2020).

4 Methodology

We outline our procedure in pre-processing the
dataset, data annotation, and the experiments to
validate the performance of three LLMs, namely
ChatGPT-4, Gemini-1.5-pro, and LLaMa 3-8B, on
the PERMA-based well-being assessment task.

4.1 ISEAR Dataset

The International Survey on Emotion Antecedents
and Reactions (ISEAR) dataset serves as a bench-
mark for emotion classification. It contains 7,666
records of phrases, sentences, and short paragraphs
that were sourced from a survey where participants
described their emotional experiences for particular
situations (Scherer and Wallbott, 1994).

The ISEAR dataset is chosen in this study be-
cause of the emotional experiences transcribed that
is closely related to the PERMA model. As such,
the emotional responses recorded in the content col-
umn of the dataset is utilized in our experiments.

Pre-processing included the removal of special
characters and duplicate entries from the dataset.

Records with non-informative content such as vari-
ants of “no response,” ‘“not applicable,” “no de-
scription,” and “nothing” were excluded. After
pre-processing, the ISEAR dataset is reduced to
7,475 rows of utterances.

4.2 PERMA Lexicon

The PERMA Lexicon is a tool designed to mea-
sure well-being based on the PERMA model. This
lexicon associates scores to each token in an in-
put utterance, enabling the automated assessment
of well-being from textual data (Schwartz et al.,
2016). Prior works (Beredo and Ong, 2022; Ong
et al., 2024) employed the PERMA Lexicon to
facilitate the assessment of users’ mental health
for chatbots to generate affective responses. The
reliance on dictionaries, however, limits the dy-
namic handling of new contexts and utterances that
use figurative languages (Belal et al., 2023). This
prompted the exploration of PERMA in LLMs as
it offers the ability to understand context in a way
that traditional lexicons cannot.

4.3 Prompt Formulation

Following the work of Vizmanos et al. (2024),
prompts were formulated such that they specify the
role of the LLM, the well-being assessment task to
be performed, the utterance u ↑ U which serves
as the input, and the target labels L which serve
as options for the output to be generated. These
prompts were sent to the respective LLMs from
which the LLMs will respond with a label l ↑ L
for each utterance u.

4.4 Large Language Models

The LLMs employed to label the ISEAR dataset
according to the PERMA model are ChatGPT-4,
Gemini-1.5-pro, and LLaMa 3-8B.

4.4.1 ChatGPT-4

ChatGPT-4 is a transformer model built from GPT-
4. It is pre-trained to predict the next token in a
sequence using diverse publicly available and third-
party licensed datasets. It is then fine-tuned through
Reinforcement Learning from Human Feedback
(RLHF) (OpenAI, 2023).

The web-interface of ChatGPT-41 is employed to
label each row of the ISEAR dataset with the well-
being states. Because of its 40-prompt limitation
every 3 hours, multiple accounts were used in this

1https://chatgpt.com/



study to send prompts to the model to label the
ISEAR dataset.

4.4.2 Gemini-1.5-pro

The Gemini models are built on top of Transformer
decoders with several architectural enhancements
and optimizations to support training and opti-
mized inference on Google’s Tensor Processing
Units (TPUs). The models were then trained on
multimodal and multilingual datasets that include
data from web documents, PDFs, books, codes, im-
ages, charts, audio, and video data using TPUv5e
and TPUv4. RLHF was applied post-training to
align the model’s responses with human prefer-
ences (Team, 2024).

The Gemini-1.5-pro API from Google AI for
Developers2 is utilized as this is the latest stable
version of the model. Because access to this model
is limited to 120 requests per minute with a recom-
mendation to not exceed 1 request per second, the
code is implemented to sleep 20 seconds for every
request sent. Moreover, Gemini has strict safety
guidelines for hate speech, harassment, sexually
explicit, and dangerous contents. This hindered 44
utterances from being labeled due to the presence
of sensitive content. As such, these 44 entries were
removed from the dataset to achieve uniformity
across all LLMs.

4.4.3 LLaMa 3-8B

The LLaMa models are based on the transformer
architecture with several modifications. The first
modification is pre-normalization inspired by GPT-
3. The RMSNorm normalizing function was used
to normalize the input for each of the transformer
sub-layer. The second modification is replacing
ReLU with SwiGLU activation function inspired
by PaLM. The last modification is replacing abso-
lute positional embeddings with rotary positional
embedding (RoPE) inspired by GPTNeo.

The LLaMa models were trained on a diverse
set of publicly available datasets. This includes the
English CommonCrawl, C4, Github, Wikipedia,
Gutenberg and Books3, Arxiv, and Stack Exchange.
The data were tokenized with the byte-pair encod-
ing algorithm through the Sentence-Piece tokenizer.
As such, the entirety of the training dataset contains
roughly 1.4 trillion tokens (Touvron et al., 2023).

The LLaMa 3-8B is chosen for this study as it is
currently the most capable and accessible version
of the LLM (meta llama, 2024). The entirety of the

2https://ai.google.dev/gemini-api/docs/api-key

Figure 2: Agreement Percentages of the PERMA Labels
Generated by LLMs.

LLaMa 3-8B model is 16.07GB; but due to hard-
ware constraints, the quantized version of LLaMa
3-8b is obtained from the Ollama3 library which is
only 4.7GB. There are also no request limitations
as the LLaMa 3-8B model was executed locally.

4.5 Evaluation Metric

The Intercoder Agreement is the measure of agree-
ment between annotators in the absence of ground
truth. Specifically, the consistency of the PERMA
labels across the PERMA Lexicon, ChatGPT-4,
Gemini-1.5-pro, and LLaMa 3-8B is analyzed and
used as the basis for evaluating the performance of
the models.

5 Results and Analysis

We performed two types of analysis using inter-
coder agreement to evaluate the performance of the
LLMs: consistency in PERMA labels and agree-
ment to the reference label.

5.1 Consistency in PERMA Labelling

To determine the consistency of the LLMs in as-
sociating PERMA labels to an input utterance, we
compare their output label l ↑ L for each utterance
u according to three (3) agreement levels: no agree-

ment, partial agreement, and full agreement. The
percentages of agreement are shown in Figure 2.

5.1.1 Full Agreement

The analysis revealed that ChatGPT, Gemini, and
LLaMa fully agreed on labeling 29.62% of the
dataset as observed in Figure 2. This represents
the most reliable classification and showcases the
LLMs’ ability to consistently identify certain as-
pects of well-being. Further analysis on their agree-
ment showed that unambiguous utterances with

3https://ollama.com/library



clear emotional cues and straightforward language
are universally recognized by the LLMs. Given an
utterance “I had a summer job in Sweden, and my

boyfriend came to meet me on my birthday,” Chat-
GPT, Gemini, and LLaMa unanimously agreed on
the label excelling.

5.1.2 Partial Agreement

Partial agreement refers to instances when two of
the LLMs agreed on the PERMA labels. As seen in
Figure 2, results revealed that ChatGPT, Gemini, or
LLaMa partially agreed in their PERMA labels for
60.93% of the dataset. Specifically, ChatGPT and
Gemini agreed on labeling 27.09% of the dataset,
followed by LLaMa and Gemini with 19.16%, and
ChatGPT and LLaMa with 14.68% of the dataset.
The most common pair of LLMs with partial agree-
ment is ChatGPT and Gemini. The findings further
suggest that Gemini has a higher tendency to come
into consensus with both ChatGPT and LLaMa.

Additional insights may also be observed from
the pairwise agreement rates. The high agreement
rate between ChatGPT and Gemini suggests that
these models are more aligned and may have had
similar training methodologies and datasets such
as fine-tuning through the RLHF. On the other
hand, the low agreement rates involving LLaMa
may be attributed to the lost precision of the quan-
tized model which could have influenced LLaMa’s
ability to capture emotional cues. Consider the
utterance "My daughter was two years when she

went up to a colt tried to hit it. It turned on her and

kicked her over the heart, sent her flying through

the air. I left my mother and sister to deal with her

as they are nurses. I felt I didn’t want to know if

she was going to die, it was just too much." While
ChatGPT and Gemini both labeled this in crisis

due to the intensified situation-driven emotional
cue implying sadness, fear, and anxiety, LLaMa
labeled this utterance excelling.

5.1.3 No Agreement

No agreement is used to refer to instances when
the three LLMs generated differing PERMA labels.
Results shown in Figure 2 revealed that the models
did not agree on the PERMA labels for 9.45% of
the dataset. This lack of agreement highlights the
challenges in well-being assessment, and suggests
that the ambiguous nature of emotional expressions
in certain sentences were challenging for the LLMs
to classify consistently (Barrett et al., 2011).

A closer examination of the dataset revealed that

the disagreement between the LLMs occurred as
the labels generated by each LLM are merely adja-
cent from each other. This is evident in Figures 4, 5,
and 6 where the concentration of values is along the
diagonal and the adjacent cells. While the highest
concentration shown through the heat map is along
the diagonal that represents agreement, the min-
imal concentration on the adjacent cells indicate
that even when the LLMs disagreed, their assess-
ment were often close. This mirrors real-world
scenarios where different psychologists may give
varying diagnosis based on their own interpretation
and respective biases, highlighting the complexity
and subjectivity in well-being assessment.

Further analysis of the variance among the
LLMs’ labels showed that 8.33% of the dataset
has a high variance, meaning the labels assigned
by the LLMs are not adjacent, but at least two well-
being states away. For instance, the utterance "The

day I was happiest was the day when I received

a phone call from Eve’s Weekly to inform me that

I had won the first prize of the All India Essay

competition. I had won this prize when I was an

undergraduate when even post graduates had par-

ticipated. I had been judged by eminent judges and

political scientists" was labeled by ChatGPT, Gem-
ini, and LLaMa as surviving, excelling, excelling

respectively. On the other hand, 91.67% of the
dataset exhibited low variance. That is, the LLMs
assigned either similar or adjacent labels to a given
utterance. Given an utterance "A bus drove over

my right leg. The event itself was not very frighten-

ing, but when I had to wait in the emergency ward

for three hours and then my leg began to swell, I

was frightened.," ChatGPT, LLaMa, and Gemini
labeled the utterance as struggling, struggling, and
surviving. This suggest that while the LLMs may
align in well-being assessments, slight difference
on interpreting utterances may still occur.

5.2 Reference Label

A reference label is a predefined label used as the
standard in evaluating the performance of a ma-
chine learning model in tasks such as classification.
This serves as the "ground truth" from which the
outputs generated by the model are compared with.
Because the ISEAR dataset does not have a refer-
ence PERMA label, the most common label gener-
ated between the three LLMs, which we termed as
the "mode", was adopted to be the reference label
in this study. We used this model to perform further
analysis on the performance of the each PERMA



Figure 3: Mode of LLMs vs. PERMA Lexicon.

Figure 4: Mode of LLMs vs. ChatGPT-4.

annotator namely PERMA Lexicon, ChatGPT-4,
Gemini-1.5-pro, and LLaMa 3-8B.

5.2.1 PERMA Lexicon

The PERMA Lexicon achieved an intercoder agree-
ment of 32.54%, the lowest amongst the annotators
employed in this study. It is observed in Figure 3
that the lexicon struggles to classify excelling and
in crisis states, but rather classifies the utterances
as surviving instead. This may be attributed to the
context-dependent nature of language describing
high and low emotional states that the lexicon fails
to capture because of its static dictionaries. An
example of this would be words that are positive
in one context, but are negative in another. Con-
sider the utterance "I am dying out of laughter!"
While this utterance is conveying excessive joy and
used the word dying to express this intensified feel-
ing, the PERMA Lexicon labeled this as struggling

Figure 5: Mode of LLMs vs. Gemini-1.5-pro.

Figure 6: Mode of LLMs vs. LLaMa 3-8B.

because of the negative score associated with the
word dying. This exemplifies the lexicon’s inabil-
ity to understand context, causing it to miss subtle
cues, misinterpret the utterance, and ultimately mis-
classify the well-being states.

5.2.2 ChatGPT-4

ChatGPT-4 recorded an intercoder agreement of
72.86%. ChatGPT-4 mostly misclassified in crisis

labels as struggling. However, it was able to excel
in classifying other nuanced states like surviving

and struggling as observed in Figure 4. Despite its
high agreement rate, its occasional misclassifica-
tion highlights the need for further training due to
the sensitive nature of psychological well-being.

5.2.3 Gemini-1.5-pro

Gemini-1.5-pro achieved an intercoder agreement
of 78.95% which is the highest amongst the anno-
tators. It is particularly able to classify most of



the well-being states in consensus with the other
LLMs as shown in Figure 5. This suggests that
Gemini-1.5-pro may have understood the context
of the utterances more compared to the other LLMs.
Though not explicitly mentioned, Gemini’s archi-
tecture, training, and fine-tuning may have aided
it in capturing the subtle emotions which led to its
high agreement with other LLMs.

5.2.4 LLaMa 3-8B

LLaMa 3-8B was able to record an intercoder
agreement of 68.36%. LLaMa 3-8B excelled in
classifying the extremities of the well-being states
compared to the other LLMs. Specifically, LLaMa
3-8B was able to accurately classify excelling and
in crisis more than ChatGPT-4 and Gemini-1.5-
pro as shown in Figure 6. However, LLaMa 3-8B
also recorded the lowest performance in classify-
ing thriving, surviving, and struggling states as op-
posed to ChatGPT-4 and Gemini-1.5-pro. As men-
tioned before, the lost precision from employing
the quantized LLaMa 3-8B model could have af-
fected its capability in capturing context-dependent
texts and subtle nuances of expressions.

5.3 Discussion

Analysis of the results revealed the distinct
strengths and weaknesses of each LLM in the well-
being assessment task. ChatGPT-4 excelled in clas-
sifying intermediate states surviving and struggling,
but encountered challenges in classifying excelling

and in crisis states as shown in Figure 7. Con-
versely, LLaMa 3-8B proficiently classified the
extremities of the well-being states excelling and
in crisis, although it performed the worst in clas-
sifying thriving, surviving, and struggling states.
Despite Gemini-1.5-pro achieving the highest in-
tercoder agreement, it was only able to outperform
the other LLMs in classifying the thriving state.
Further analysis revealed that utterances with am-
biguous language or mixed emotions resulted in
disagreement between the LLMs, while utterances
with clear emotional cues resulted in agreement
amongst the LLMs.

Barrett et al. (2011) previously highlighted the
significance of context in emotional expressions,
revealing that there is significant variability in how
emotions are expressed and perceived which is
rooted on personal experiences, societal expecta-
tions, and cultural norms. This emphasizes that the
interpretation of emotional expressions is highly
variable and deeply influenced by contextual fac-

Figure 7: Performance of the LLMs in PERMA Well-
Being Assessment Task.

tors. Barrett suggests researchers to account for the
variability and context-dependence of emotions.
This has direct implications for NLP classification
tasks where context can drastically alter the mean-
ing of the language used.

Ghosal et al. (2021) quantified the role of context
in emotion, act, and intent detection for utterance-
level dialogue understanding. Findings revealed
that inter-speaker context had the most significant
impact on the model’s performance, followed by
the context shuffling of the order of an utterance in
a dialogue. Moreover, replacing the utterance with
its paraphrased version led to a minimal decrease in
the model’s performance, indicating that the overall
meaning conveyed by the utterance is what primar-
ily contributed to the accurate classification rather
than the precise wording. Meanwhile, Chatterjee
et al. (2019) developed EmoContext that handles
the ambiguity of emotional expressions by lever-
aging contextual information from dialogue his-
tory. EmoContext, however, still faced challenges
in differentiating the happy class from the neutral

class due to the inherent ambiguity between these
classes. A greeting like "Happy Morning" can be
interpreted by some as conveying a happy emotion,
while being interpreted as neutral by others. These
challenges that continue to baffle emotion detection
research, combined with the multi-faceted dimen-
sions of well-being, will be addressed in future
studies that seek to build LLMs able to perform
PERMA-based well-being assessment.

6 Conclusion

This paper explored the potential of LLMs in detect-
ing psychological well-being through the PERMA
model. The findings revealed that while LLMs of-
fer additional contextual understanding and there
is a substantial agreement among the LLMs, fur-



ther research and development or refinement must
be done to enhance the accuracy and reliability of
LLMs for psychological well-being assessments.
Moreover, the utilization of the intercoder agree-
ment as a metric to establish ground truth that facil-
itated the comparison of the LLMs’ performance in
the absence of labeled data. This approach is par-
ticularly crucial in research areas where annotated
datasets are scarce.

The insights gained from this study can con-
tribute to the ongoing research of LLMs in mental
health and psychological well-being assessments.
Future works will focus on refining the LLMs, ex-
ploring additional LLMs, and incorporating human
validation to enhance the reliability of psycholog-
ical assessments. Additionally, a middle-layer ar-
chitecture that will function as a decision-making
module may be developed to optimize the distinct
strengths of each LLM in classifying well-being
states. Lastly, emotion embeddings may be ex-
plored to represent the user’s emotional state to aid
the LLMs in capturing the complexity and nuances
of human emotions.
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