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Abstract

The limitations of traditional image clustering
methods arise from their reliance on single-
modal image representations, which impedes
their ability to capture complex relationships
within datasets and lacks interpretability of
clustering results. In this work, we introduce
a novel approach by incorporating captions di-
rectly generated from images and integrating
image and caption embeddings to enhance im-
age clustering performance. This method uti-
lizes generated captions from images, thereby
eliminating the need for human-labeled anno-
tations. Experiments on five datasets validate
the effectiveness of our approach, demonstrat-
ing notable improvements in clustering perfor-
mance compared to methods that rely solely
on visual or textual information. By fusing
multimodal information from images and cap-
tions, we significantly improve clustering sta-
bility and accuracy, with enhancements ranging
from 0.003 to 0.129 in the ACC, NMI, and ARI
metrics for more challenging image datasets.
In addition, we improve the interpretability of
the cluster by employing advanced language
models to generate a concise summary for each
cluster. The summaries produced by ChatGPT
enhance the comprehension of clustered data
by effectively encapsulating the distinctive fea-
tures of images within each cluster, thereby im-
proving the accessibility and interpretability of
the clustering results more nuancedly. Overall,
this research paves the way for a new approach
to image clustering by leveraging multimodal
representations that integrate images with gen-
erated captions.

1 Introduction

Image clustering is a foundational technique in data
analysis and machine learning, crucial for organiz-
ing data into meaningful groups based on similar-
ity. Traditional methods often rely on single-modal
data representations, which can limit their ability to
capture the full complexity of datasets. The advent

of vision-language models such as CLIP (Radford
et al., 2021), BLIP (Li et al., 2022), and BLIP2 (Li
et al., 2023a) has transformed clustering by integrat-
ing both visual and textual information, offering
promising avenues for enhanced performance.

This research explores the integration of image
and caption embeddings to enhance clustering per-
formance. The images convey detailed visual in-
formation, while the captions provide contextual
summaries, enriching the overall data representa-
tion. Our approach introduces a novel clustering
methodology that directly utilizes generated cap-
tions from images, thus eliminating the require-
ment for human-labeled annotations. By embed-
ding images and captions using advanced vision-
language models into a unified multimodal space,
our method aims to improve clustering accuracy
and stability significantly.

The major contributions of this work can be sum-
marized as follows:

1. We introduce an approach that improves
image clustering by incorporating generated cap-
tions, reducing the reliance on manual annotations
and leading to a more practical and cost-effective
method.

2. Advanced language models generate concise
sentence-type summaries for clusters, improving
the interpretability of clustering results and reveal-
ing underlying data patterns.

3. Experiments validate that our multimodal
clustering approach significantly improves over tra-
ditional unimodal methods for most datasets. This
highlights the role of multimodal fusion in enhanc-
ing clustering performance.

2 Related Work

In this section, we review some recently published
image clustering methods and briefly introduce the
combination of text and image information meth-
ods.
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Figure 1: Overview of our method. Step 1: The image captioning model generates descriptive captions from the
input images. Step 2: The encoder model encodes both the image and text into their respective embeddings, which
are subsequently integrated into a single fused embedding. Step 3: These fused embeddings are clustered using
K-means, enhancing the representation of the data and improving clustering performance.

2.1 Modern Image Clustering

Recent image clustering methods have improved
significantly due to advanced deep learning-based
representation techniques, particularly through con-
trastive learning (Li et al., 2021; Shen et al., 2021;
Zhong et al., 2021). These advancements have en-
hanced the ability to map similar images closer
together in feature spaces, improving the effective-
ness of clustering algorithms in capturing semantic
similarities.

In addition to these advances, externally guided
image clustering methods, particularly those
guided by text, enhance performance by incorporat-
ing additional information. TAC (Li et al., 2023b)
uses WordNet textual semantics to improve feature
discriminability and distill neighborhood informa-
tion between text and images. The Text-Guided
Image Clustering method (Stephan et al., 2024)
generates text using image captioning and visual
question-answering (VQA) models to inject task-
or domain-specific knowledge and then utilizes
only text to cluster images. The IC | TC methodol-
ogy (Kwon et al., 2024) leverages modern vision
language and large language models to group im-
ages based on user-specified text criteria, represent-
ing a new paradigm in image grouping.

Additionally, leveraging textual knowledge not
only enables the meaningful and accurate cluster-
ing of images based on semantic meanings but also
provides text explanations that are easily under-
standable for humans. Methods often employ in-
terpretable features like semantic tags (Sambaturu
et al., 2020; Davidson et al., 2018), particularly
when aiming for textual explainability. For in-
stance, the method of Zhang and Davidson (2021)

uses integer linear programming to assign tags
to clusters. The Text-Guided Image Clustering
method introduces an approach that enriches clus-
ter descriptions with keyword-based explanations.

In our method, as shown in Figure 1, we lever-
age vision-language models (VLMs) to generate
image descriptions, thus introducing additional tex-
tual information. Subsequently, we employ con-
trastive learning-based deep learning models to en-
code both images and descriptions. Unlike previ-
ous research by Stephan et al. (2024), we do not
rely solely on text to cluster images. Clustering
based solely on text can lead to unstable results.
Instead, we fuse both image and text embeddings,
enhancing clustering results’ stability and accuracy.
Furthermore, we generate sentence-type textual ex-
planations for the clusters by summarizing the im-
age descriptions within each cluster, making them
more understandable compared to using just a few
keywords as explanations.

2.2 Text And Image Combination

In recent years, there has been considerable focus
on developing VLMs due to their impressive perfor-
mance in multimodal representation learning from
large datasets of image-text pairs. These models
learn joint representations from both images and
text, capturing the interplay between visual and
linguistic information (Al-Tameemi et al., 2023;
Bakkali et al., 2020; Do et al., 2020). The emer-
gence of CLIP (Radford et al., 2021), BLIP (Li
et al., 2022), and BLIP2 (Li et al., 2023a) demon-
strated robust zero-shot performance across vari-
ous benchmarks, solidifying VLMs as a leading
approach in visual recognition. In Menon and



Vondrick (2023) study, they utilized GPT-3 as a
large language model (LLM) to generate textual
descriptions of category names. They then used
CLIP for image embeddings and text description
embeddings to compare similarities for image clas-
sification. The combination of external linguistic
knowledge and images enhanced interpretability
in model decisions and improved performance in
recognition tasks. In Do et al. (2020) study, images
and their associated human-labeled text descrip-
tions are fused into a unified, information-enriched
image, and they demonstrated the effectiveness in
the image-text pairs clustering task.

Some studies suggest that integrating textual and
image information across various tasks enhances
performance compared to utilizing unimodal data
alone. Techniques such as concatenation, addi-
tion, multiplication of diverse embeddings, and
training fusion models illustrate improved accu-
racy and other advantageous attributes (Zhao et al.,
2023; Tembhurne and Diwan, 2021). Each modal-
ity contributes complementary insights, enriching
the holistic representation and mitigating ambigui-
ties in data interpretation.

Our method also combines text and image infor-
mation. However, unlike existing approaches that
use pre-existing human-labeled text descriptions,
we generate descriptions automatically based on
images and then fuse the information by adding the
embeddings of the descriptions and the images.

3 Methodology

This section presents a simple yet effective clus-
tering method in Figure 1. In brief, this approach
involves generating textual descriptions for images
and leveraging VLMs to embed both the image and
caption. Subsequently, these embeddings are fused
into multimodal embeddings used for k-means
(MacQueen et al., 1967) clustering. Our method
capitalizes on the zero-shot capabilities inherent
in large-scale vision-language models, thereby ob-
viating the need for model training, rendering our
approach both cost-effective and influential.

3.1 Image Information

Image embedding is the process of transforming
images into high-dimensional vector representa-
tions that encapsulate the essential features and
characteristics of the images.

There are various advanced methods for extract-
ing salient information from images. In this study,

we employ two state-of-the-art models, CLIP (Rad-
ford et al., 2021) and BLIP (Li et al., 2022), for
image embedding, leveraging their robust zero-shot
learning capabilities without any further training
or fine-tuning. These models possess a comprehen-
sive understanding of images’ content and context,
enabling them to generate rich, semantically mean-
ingful embeddings. In the subsequent experiment
section, we also compare the performance of these
two models on clustering tasks.

3.2 Caption Information

We experiment with BLIP (Li et al., 2022), BLIP2
(Li et al., 2023a), and ClipCap (Mokady et al.,
2021) models to generate image captions. Despite
these models achieving state-of-the-art results in
image captioning tasks, we employ the CLIPscore
(Hessel et al., 2021) model to assess the quality
of the generated captions. Due to superior scoring
performance, we opt to use the BLIP and BLIP2
models for caption generation. Subsequently, we
utilize the BLIP and CLIP (Radford et al., 2021)
models to embed these captions, as both models
have achieved state-of-the-art results in various text
embedding tasks.

3.3 Modality Fusion

Modality fusion involves integrating data from di-
verse modalities, such as text, images, and audio,
to improve machine learning model performance.
In the context of fusing image and caption embed-
dings, concatenation, addition, and multiplication
are frequently used methods that do not necessitate
additional training. Our study chose addition due to
its simplicity and effectiveness in preserving the in-
formation from both modalities while maintaining
computational efficiency relative to concatenation
and multiplication approaches.

3.4 Clustering Method

We employ the K-means (MacQueen et al., 1967)
algorithm as our clustering method, renowned for
its popularity and widespread use in partitioning
datasets into clusters. K-means clustering groups
similar data points to uncover patterns by iteratively
assigning each point to the nearest cluster centroid
and updating centroids based on assigned points’
means until convergence. K-means clustering en-
deavors to divide n data points into N clusters, In
our study, N was defined based on the number of
categories present in each dataset.



3.5 Clustering Summary

We use captions generated by BLIP (Li et al., 2022)
model, then summarize these captions into 30-word
descriptions for each cluster using the ChatGPT
(OpenAI, 2023) and T5 (Raffel et al., 2020) mod-
els. The purpose of these summaries is to provide
an easily understandable explanation for each clus-
tered group of images, serving as folder names for
each cluster. This offers a general description of
the images without requiring detailed visual inspec-
tion of numerous images in each cluster, allowing
for a quick overview of the cluster contents. The
summaries are condensed to 30 words for direct
visibility and easy checking in Windows system
folder names, ensuring key information is quickly
accessible and readable at a glance.

4 Experiments

This section assesses the proposed method across
two widely-used and three more challenging image
clustering datasets. A series of quantitative and
qualitative comparisons and analyses are carried
out to investigate the method’s effectiveness and
robustness.

4.1 Experimental Setup

In this subsection, we outline the datasets and met-
rics employed for evaluation and then detail the
implementation of our method.

4.1.1 Datasets

To evaluate the performance of our method, we
initially apply it to two widely-used image clus-
tering datasets: ImageNet-10-train and ImageNet-
10-val (Deng et al., 2009). Additionally, we as-
sess this method on three more complex datasets:
DTD (Cimpoi et al., 2014), WEAPD (Xiao et al.,
2021), and Food-101-tiny-val (Bossard et al.,
2014), which are characterized by a larger num-
ber of categories or more challenging image com-
positions. DTD is a dataset for texture recogni-
tion, WEAPD comprises 11 categories of weather
phenomena for climate recognition, and Food-101-
tiny-val is a subset for food recognition. Table 1
summarizes concise details of all datasets used in
our evaluation.

4.1.2 Evaluation Metrics

To evaluate the clustering performance, we uti-
lize three widely-used clustering metrics, includ-
ing NMI (Vinh et al., 2010), ACC (Yang et al.,
2010), and ARI (Hubert and Arabie, 1985). Higher

Dataset Used Split #Used Split #Classes

ImageNet10 Train 13,000 10
ImageNet10 Val 500 10
DTD Train+Val 5,640 47
WEAPD Train+Val 6,862 11
Food101tiny Val 500 10

Table 1: Dataset Splits and Sizes

values of these metrics collectively indicate supe-
rior clustering performance, providing a robust and
comprehensive evaluation of the clustering results.

4.1.3 Implementation Details

In our experimental setup, we compare clustering
based on different data representations: solely key-
words, solely captions, solely images, and fused
image captions. Following the previous works
(Stephan et al., 2024), we utilize the BLIP2 model
(Li et al., 2023a) with the blip2-flan-t5-xxl variant
to generate keywords using the prompt: "Which
keywords describe the image?" For caption genera-
tion, we employ the BLIP model (Li et al., 2022)
with the base-coco configuration and BLIP2 model
(Li et al., 2023a) using blip2-flan-t5-xl and the Clip-
Cap model (Mokady et al., 2021) using clip-ViT-B-
32 to generate one caption for each image. Caption
quality is evaluated using the CLIPscore metric
(Hessel et al., 2021), as shown in Table 2, with
the best scores highlighted in bold. CLIPscore
is a reference-free metric with a strong correla-
tion to human judgment and outperforms existing
reference-based metrics. Since the performance
of the BLIP and BLIP2 models is comparable, in
subsequent experiments, we aim to evaluate the ef-
fectiveness of a single caption and compare it with
previous studies that suggest multiple captions may
be more effective. For this purpose, we use BLIP
to generate one caption for each image and BLIP2
to generate six captions for each image.

Subsequently, we use the BLIP model with the
blip-image-captioning-base configuration and the
CLIP model (Radford et al., 2021) with clip-ViT-
B-32 to embed images, as well as the generated
single caption and keywords. To facilitate compar-
ison with the previous study, we also use SBERT
to embed six captions. The image and caption
embeddings were then fused through additive com-
bination. Finally, we apply k-means clustering
(MacQueen et al., 1967) with a random state of
42 to ensure that the k-means algorithm produces
consistent and reproducible results by fixing the
seed for random initialization. Subsequently, we



Dataset Used Split BLIP BLIP2 ClipCap

ImageNet10 Val 0.775 0.788 0.739
DTD Train +Val 0.782 0.777 0.717

Table 2: CLIPscore of different captions

set the number of clusters to correspond with the
number of classes listed in Table 1.

4.2 Main Results

In this study, we test our proposed method on both
a widely-used and a challenging image clustering
dataset. Additionally, we present the performance
outcomes on three other datasets, followed by an
in-depth analysis of the results.

4.2.1 Text Clustering

Prior research performed clustering using texts gen-
erated from images. However, the generated texts,
say, captions, prompts, or keywords, can vary sig-
nificantly according to the model or prompt they
used, which greatly affects the text information. As
a result, the clustering target can change, and thus,
the clustering results can also be greatly influenced.

In Table 3, we present examples from the Im-
ageNet10 (Deng et al., 2009) and Food101-tiny
(Bossard et al., 2014) datasets, illustrating signifi-
cant variations in the information provided by key-
words and captions. It is apparent that keywords
are less descriptive and lack the context and detail
that captions provide, as seen with "dessert, plate,
strawberry" versus "a piece of cake on a plate with
chocolate sauce and berries." Besides, keywords
can sometimes be ambiguous or unrelated, like
"yelp" in the ImageNet10 example, leading to po-
tential confusion. Moreover, identical keywords
can correspond to different classes, necessitating
more detailed captions for accurate class differenti-
ation.

Table 4 compares the performance of different
models on clustering tasks using various types of
input. Our observations reveal that using only key-
words or a single caption for clustering with the
embedding models BLIP and CLIP resulted in low
accuracy and unstable outcomes. Keywords per-
form worse than single captions and images, in-
dicating that keywords alone do not capture suffi-
cient information for effective clustering. One sin-
gle caption significantly outperforms keywords but
remains less effective than images. Furthermore,
with different embedding models, the metrics show
substantial variability, approaching differences of
0.4, highlighting the instability of clustering results

based on captions. This suggests that while one sin-
gle caption provides more context than keywords,
it still lacks some of the visual details necessary
for accurate and stable clustering. Using images
yields the most stable and highest-quality cluster-
ing results. However, images alone do not provide
a textual explanation of the clusters, which can be
a limitation for interpretability.

4.2.2 Image Clustering with Captions

Texts provide coarse-grained information, while
images provide fine-grained details. This differ-
ence arises because texts are concise and con-
strained by space, leading to general descriptions.
Language abstracts information, as seen in captions
like "A man riding a bicycle," which omit specific
details such as the bicycle’s color, the man’s cloth-
ing, or the background. Texts highlight the main
subject or action, offering a broad overview rather
than detailed information.

Integrating textual information with image data
enhances clustering accuracy and stability, as
shown in Table 4. For single caption, with the em-
bedding models BLIP and CLIP, regardless of the
embedding model or dataset used, the combined
use of images and captions consistently yields the
best overall clustering performance. Besides, be-
cause captions outperform keywords, we used cap-
tions as text information, combined with image
information, experimented on five datasets, and
compared the clustering results on caption embed-
dings, image embeddings, and fused embeddings.

As demonstrated in Table 5, the instability of
clustering results based solely on captions is evi-
dent once again. The best results for each dataset
are highlighted in bold. For single caption, with
the embedding models BLIP and CLIP, regardless
of whether the dataset is widely used, like Ima-
geNet (Deng et al., 2009), or more challenging,
the combination of images and captions consis-
tently outperforms using either image or caption
data alone. Additionally, performance varies be-
tween CLIP (Radford et al., 2021) and BLIP (Li
et al., 2022) models depending on the dataset, indi-
cating no universal model superiority. Furthermore,
for ImageNet10-train and ImageNet10-val, despite
being from the same dataset, differences in data
volume or the specific images included can lead to
variations in clustering metrics.

However, the situation changed when multiple
captions with SBERT embeddings were used. We
compare our method, which utilizes an image with



Dataset Imagenet10 Food101-tiny

Image Example
Ground Truth wood tiramisu apple pie cannoli
Keywords yelp dessert, plate, straw-

berry
dessert, plate, straw-
berry

dessert, plate, straw-
berry

Captions a group of people stand-
ing around a wooden
structure

a piece of cake on
a plate with chocolate
sauce and berries

a plate of food with
strawberries on it

a white plate topped
with a dessert covered
in chocolate

Table 3: Keywords generated by BLIP2 and captions generated by BLIP

Dataset Encoder

model

Keywords Caption Image Image + Caption

Food101tiny-
Val

dessert, plate, straw-
berry

a white plate topped
with a dessert cov-
ered in chocolate
strawberry

a
white plate topped with
a dessert covered in
chocolate strawberry

ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
BLIP 0.482 0.492 0.280 0.271 0.376 0.145 0.846 0.819 0.741 0.930 0.875 0.853

CLIP 0.474 0.480 0.278 0.610 0.614 0.462 0.916 0866 0.832 0.924 0.863 0.838

Imagenet10-
Val

grass, field, rabbit a rabbit sitting in a
field of grass

a
rabbit sitting in a field
of grass

ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
BLIP 0.476 0.349 0.226 0.480 0.402 0.222 0.906 0.898 0.845 0.932 0.925 0.878
CLIP 0.448 0.353 0.211 0.832 0.804 0.716 0.910 0904 0.855 0.946 0.927 0.897

Table 4: Clustering with different inputs

one single caption generated by the BLIP model
and an image with six captions generated by the
BLIP2 model for clustering, with the previous
study Stephan et al. (2024) that uses SBERT to
embed six captions generated by the BLIP2 model.
For consistency, we refer to some experimental se-
tups from prior research: we use the BLIP2 model
using blip2-flan-t5-xl to generate six captions, and
the same captions were used for comparison. The
results are shown in Table 6.

In Table 6, for the entire Imagenet10Train+Val
dataset, we observe that when using BLIP for em-
bedding, the results of combining an image and
six caption embeddings outperform those com-
bining an image and a single caption. However,
SBERT’s performance with only six caption em-
beddings still surpasses our method. This may be
attributed to SBERT’s specialization for textual rep-
resentations and the BLIP2 model’s pre-training on

the Imagenet dataset, which enables it to generate
high-quality captions for Imagenet10. Addition-
ally, we observe that for the DTD, WEAPD, and
Food101tiny-Val datasets, even when using embed-
dings from the fusion of an image and a single
caption generated by the BLIP model, our method
performs better than the previous study. In these
cases, the captions generated by BLIP or BLIP2
might not capture the nuances of images. However,
BLIP’s ability to create strong image embeddings
compensates for this, making the image+1 caption
embeddings more powerful than SBERT’s embed-
dings of potentially weaker captions from these
datasets.

In our opinion, the combination of image and
text modalities is effective for clustering when the
quality of generated captions is not sufficiently
high, and the reasons for this effectiveness are as
follows: First, images capture fine-grained visual



Representation DTD Imagenet10-Train Imagenet10-Val WEAPD Food101tiny-Val

Image ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
BLIP 0.498 0.567 0.309 0.925 0.885 0.852 0.906 0.898 0.845 0.712 0.722 0.592 0.846 0.819 0.741
CLIP 0.476 0.548 0.296 0.903 0.878 0.837 0.910 0.904 0.855 0.790 0.731 0.619 0.916 0.866 0.832

Caption ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
BLIP 0.206 0.223 0.057 0.413 0.275 0.168 0.480 0.402 0.222 0.354 0.251 0.161 0.271 0.376 0.145
CLIP 0.358 0.404 0.174 0.693 0.623 0.516 0.832 0.804 0.716 0.628 0.585 0.416 0.610 0.614 0.462

Image+Caption ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
BLIP 0.523 0.586 0.338 0.919 0.881 0.845 0.932 0.925 0.878 0.735 0.723 0.580 0.930 0.875 0.853

CLIP 0.511 0.578 0.330 0.911 0.897 0.857 0.946 0.927 0.897 0.806 0.753 0.642 0.924 0.863 0.838

Table 5: Clustering Results on Other Datasets

Representation DTD WEAPD Food101tiny-Val Imagenet10TrainVal

1 Caption (BLIP) ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
BLIP 0.206 0.223 0.057 0.354 0.251 0.161 0.271 0.376 0.145 0.413 0.275 0.168
CLIP 0.358 0.404 0.174 0.628 0.585 0.416 0.610 0.614 0.462

Image+1Caption (BLIP) ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
BLIP 0.523 0.586 0.338 0.735 0.723 0.580 0.930 0.875 0.853 0.919 0.881 0.845
CLIP 0.511 0.578 0.330 0.806 0.753 0.642 0.924 0.863 0.838

Image+6Captions (BLIP2) ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
BLIP 0.946 0.902 0.886

6 Captions (BLIP2) ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
SBERT 0.467 0.522 0.265 0.730 0.712 0.577 0.826 0.812 0.724 0.969 0.933 0.933

Table 6: Comparison with Previous Research

details, while captions provide a high-level sum-
mary, highlighting aspects or context not imme-
diately obvious from visual data alone. Second,
visual information reduces ambiguity in textual de-
scriptions, and captions clarify important objects
or actions in the image. Third, multi-modal integra-
tion creates a more comprehensive representation
of the content, leveraging the strengths of both
modalities for better clustering performance. How-
ever, to optimize the integration of image and text
information, we should consider employing more
effective embedding models. Besides, although
generating multiple captions requires more time
and cost compared to a single caption, it has the
potential to enhance the clustering results.

4.3 Cluster Explainability

In this study, we initially employ BLIP (Li et al.,
2022) to generate one caption for each image.
These captions, corresponding to images grouped
within the same cluster, are then processed by Chat-
GPT (OpenAI, 2023) and T5 (Raffel et al., 2020)
models to create 30-word summaries for each clus-
ter, aiming to identify the common characteristics
of images within the same cluster. Examples from
the ImageNet10-val (Deng et al., 2009) and DTD
(Cimpoi et al., 2014) datasets are shown in Table 7.

From the generated summaries, it is evident that
the summaries produced by ChatGPT more effec-
tively encapsulate the features of images within

each cluster. In contrast, the summaries generated
by the T5 model often fail to form coherent sen-
tences and include repeated words. This discrep-
ancy may be attributed to ChatGPT’s capability
to embed a larger number of words in a single in-
stance, allowing us to input the image captions in
one go and generate a summary. On the other hand,
the T5 model can embed a limited number of words
at a time, necessitating multiple inputs of captions
and subsequent summarization, which might lead
to less coherent outputs.

5 Conclusion

In this study, we present a novel clustering method
that enhances image clustering by incorporating
generated captions directly from images, bypass-
ing the need for human-labeled annotations. Our
approach leverages advanced models like CLIP
(Radford et al., 2021), BLIP (Li et al., 2022), and
BLIP2 (Li et al., 2023a) to generate captions and
embed both textual descriptions and images with-
out additional training, ensuring practicality and
cost-effectiveness. By fusing these embeddings
into multimodal representations, we exploit the
complementary strengths of image and text modal-
ities.

Our experimental results, conducted on a variety
of datasets ranging from widely-used datasets to
more challenging collections, demonstrate that our
multimodal fusion significantly enhances cluster-



Dataset Imagenet10-Val DTD

Cluster Cluster1 Cluster3 Cluster0 Cluster9

Image Example
Summary
by GPT-3.5

images feature various
aspects of violins and
other musical instru-
ments: close-ups of vio-
lins, people playing vio-
lins, instruments on dis-
play, and scenes of mu-
sicians in different set-
tings.

assorted decorative
pillows featuring var-
ious designs such as
trees, owls, trucks, and
patchwork. Colors
range from pink and
black to green and gold,
adding vibrancy to beds,
couches, and chairs.

various spider webs,
some with water
droplets, on different
backgrounds like a
blue sky, green surface,
and black background.
Close-ups and details of
webs covered in dew or
illuminated at night.

various striped patterns
and designs: black and
white, green, brown and
tan, red and white, pink,
rainbow, purple, orange,
multicolored, and more
on wallpaper, fabric,
and clothing.

Summary
by T5-base

a violin and strings a vi-
olin and strings a vio-
lin and strings a violin
and strings a violin and
strings a violin

a pillow with a picture
of a truck on it a pillow
with a picture of a truck
on it a

on a tree a spider web
with water drops on it a
on a fence a spider web
with water drops on it

a striped wallpaper pat-
tern with vertical stripes
a purple background
with vertical stripes a
purple and white striped
wallpaper with vertical
stripes

Table 7: Cluster Summarization

ing performance compared to using either modal-
ity independently on more challenging collections.
This fusion captures detailed visual features along-
side high-level textual summaries, reducing am-
biguity and improving feature richness for more
stable and accurate clustering outcomes.

Furthermore, we address cluster interpretability
by employing advanced language models to gener-
ate concise summaries for each cluster. These sum-
maries facilitate a better understanding of the clus-
tered data, thereby making the clustering results
more accessible and interpretable. Overall, our
study underscores the significance of multimodal
data fusion in clustering tasks when the quality
of generated captions is not sufficiently high, also
demonstrating that generated textual information
can enhance interpretability for clustering.
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