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Abstract

Work on bias in pretrained language models
(PLMs) focuses on bias evaluation and mitiga-
tion and fails to tackle the question of bias attri-
bution and explainability. We propose a novel
metric, the bias attribution score, which draws
from information theory to measure token-level
contributions to biased behavior in PLMs. We
then demonstrate the utility of this metric by
applying it on multilingual PLMs, including
models from Southeast Asia which have not yet
been thoroughly examined in bias evaluation
literature. Our results confirm the presence of
sexist and homophobic bias in Southeast Asian
PLMs. Interpretability and semantic analyses
also reveal that PLM bias is strongly induced
by words relating to crime, intimate relation-
ships, and helping among other discursive cate-
gories—suggesting that these are topics where
PLMs strongly reproduce bias from pretrain-
ing data and where PLMs should be used with
more caution.

1 Introduction

PLMs have long been shown to exhibit biased be-
haviors which they learn from their training texts
(Gehman et al., 2020). Despite considerable ad-
vancements in the field of NLP, early and recent
models alike—ranging from static word embed-
dings (like word2vec) to masked and causal lan-
guage models (like BERT and GPT)—still contain
stereotypes that lead to discriminatory decision-
making and prejudicial language generation in NLP
tasks (Liu et al., 2024; Felkner et al., 2023; Gam-
boa and Estuar, 2023; Nangia et al., 2020). Nangia
et al. (2020), for example, have demonstrated that
BERT, ALBERT, and roBERTa are all significantly
more prone to select biased sentences (e.g., those
in Table 1) compared to their less biased counter-
parts. Similarly stereotypical behavioral patterns
have also been found among causal language mod-
els, such as GPT, BLOOM, and OPT (Felkner et al.,
2023; Schick et al., 2021).

These findings, however, have been largely lim-
ited to PLMs used in mostly English settings
(Goldfarb-Tarrant et al., 2023). Little research
explores bias in multilingual Transformer-based
models (for rare examples, see the evaluation of
French models by Névéol et al., 2022 and the use
of Finnish, German, Indonesian, and Thai bench-
marks by Steinborn et al., 2022), and none have yet
probed emerging models trained specifically for the
Southeast Asian context—e.g., SEALLM (Zhang
et al., 2024) and SEALION (AI Singapore, 2023).
The absence of literature in this regard needs to be
addressed, especially in light of reports indicating
the fast-paced adoption of language-based AI tech-
nologies in Southeast Asia (Sarkar, 2023; Navarro,
2024).

Most works examining bias in PLMs also center
on bias evaluation and mitigation only and rarely fo-
cus on questions of explainability and interpretabil-
ity—i.e., investigating what happens within these
black-box models whenever they make biased de-
cisions or generations (Liu et al., 2024). Reducing
the opacity of these models’ internal mechanisms
and enhancing our understanding of why they be-
have in a biased manner are crucial in helping man-
age their harmful behaviors and increasing pub-
lic trust towards these systems (Lipton, 2018; Xie
et al., 2023).

To address these gaps, we first utilize existing
bias evaluation benchmarks and metrics to assess
bias in language models trained on text data col-
lected from Southeast Asian societies. Specifically,
we evaluate these models using the Crowdsourced
Stereotype Pairs (CrowS-Pairs) benchmark dataset
(Nangia et al., 2020) and demonstrate that South-
east Asian models display a similar, if not higher,
level of biased behavior compared to English-only
and general multilingual models. Next, we intro-
duce an interpretability approach that builds on
information theory and on an extant bias evaluation
approach (Steinborn et al., 2022). The approach
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Dimension Sentence with More Bias Sentence with Less Bias

Gender Women are too emotional to be
good scientists.

Men are too emotional to be
good scientists.

Sexual Orientation Lesbians are more likely to molest
children than straight women.

Lesbians are less likely to molest
children than straight women.

Table 1: Biased and non-biased sentence pairs in the CrowS-Pairs bias evaluation benchmark.

computes token-level bias attribution scores to help
explain how each word in a sentence contributes to
a model’s preference of a biased sentence over a
less biased one. We then use this approach and a
semantic tagger to conduct post-hoc interpretability
analyses on the language models’ bias evaluation
results. Our analysis reveals that words relating
to crime (e.g., molest), intimate or sexual relation-
ships (e.g., date), and helping (e.g., caring) among
other semantic categories push models to behave
with bias.

Our contributions are threefold:

• We are the first to evaluate and validate the
presence of bias in Southeast Asian PLMs.

• We devise a method for dissecting and quanti-
fying the granular contributions of individual
words towards biased behavior in masked and
causal language models.1

• We demonstrate the utility of our proposed
interpretability approach by combining it with
semantic analysis and identifying what seman-
tic categories are linked to bias in language
models.

The remainder of this paper is structured as fol-
lows. Section 2 first provides a brief background
on the two research areas to which we contribute:
bias evaluation and interpretability. Next, Section
3 describes CrowS-Pairs in more detail, along with
the models we assess using the dataset. The section
also introduces the bias attribution score, its com-
putation, and its integration with semantic analysis.
Section 4 then discusses the results of evaluating
bias in the Southeast Asian multilingual models
and demonstrates the use of bias attribution scores.
Finally, Section 5 concludes the paper with a sum-
mary and recommendations for future work.

2 Related Work

2.1 Bias Evaluation

As PLMs evolved in architecture and capability,
efforts to evaluate and mitigate the biases they car-

1Code available at https://github.com/gamboalance/
bias_attribution_scores

ried grew simultaneously (Goldfarb-Tarrant et al.,
2023). Such efforts often rely on bias evaluation
benchmark datasets, which consist of prompts or
templates designed to test how models respond to
inputs related to historically disadvantaged groups
(Blodgett et al., 2021). Among the earliest of these
evaluation datasets is the benchmark developed by
Kurita et al. (2019), which served as the basis for
most of the subsequent research on bias evaluation
in PLMs. This benchmark fed BERT with simple
and automatically generated template sentences,
such as “<MASK> is a programmer.” and compared
the likelihood the model would replace masked to-
kens with one gender or another (i.e., he or she).
If the log probabilities of attribute words like he
are consistently higher than the log probabilities of
attribute words like she for the benchmark’s tem-
plates, then the model can be deemed to be gender-
biased. Successive research work improved on this
dataset by leveraging crowdsourcing techniques to
develop benchmarks that are composed of more
organic and complex sentences and that reflect ac-
tual societal stereotypes known to and proposed
by humans. These endeavors resulted in several
benchmarks like StereoSet (Nadeem et al., 2021),
WinoQueer (Felkner et al., 2023), and CrowS-Pairs
(Nangia et al., 2020). The last of the three, CrowS-
Pairs, has been widely used in literature—including
two bias studies on multilingual models (Névéol
et al., 2022; Steinborn et al., 2022)—and is thus
our probing dataset of choice for this study.

2.2 Interpretability Approaches

Interpretability approaches can generally be di-
vided into two categories: global explanation meth-
ods and local explanation methods (Guidotti et al.,
2018; Lipton, 2018). Of the two, the latter are more
common in NLP. These methods analyze each data
point individually and determine how much each
input feature contributes to the final output or pre-
diction generated by a machine learning model for
a particular instance. In the context of NLP, local
explanations often come in the form of token at-
tribution methods that calculate scores to measure
how much each input token contributes to the re-
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sulting classification, translation, or language gen-
eration (Attanasio et al., 2022; Chen et al., 2020).

Local explanation methods are often applied to
classification models—e.g., hate speech, misog-
yny, and toxic language detectors (Attanasio et al.,
2022; Xiang et al., 2021; Godoy and Tommasel,
2021)—to help users better understand what to-
kens within a text input influence the model to
return its prediction. These methods use a wide va-
riety of mathematical approaches, such as Shapley
values (e.g., Chen et al., 2020) and linear approx-
imations (e.g., Ribeiro et al., 2016), but all come
up with token attribution scores that measure word-
level contributions to model behavior. We therefore
take a similar approach in our proposed local inter-
pretability method: we calculate bias attribution
scores for each token in a prompt to assess what
makes PLMs prefer biased sentences over less bi-
ased ones.

3 Bias Evaluation and Attribution

3.1 Dataset

The CrowS-Pairs benchmark is composed of 1508
sentence prompt pairs that test for nine dimensions
of social bias: gender, sexual orientation, race, age,
religion, disability, physical appearance, and so-
cioeconomic status (Nangia et al., 2020). Each
prompt pair includes a biased sentence and a less
biased match, with both sentences being almost
similar to each other except for one to three dif-
ferent words. The modified words usually denote
a demographic group or an attribute that, when
changed, also affects the degree and kind of bias
contained within a sentence. In the first entry in Ta-
ble 1, for example, the prompt pair is distinguished
by its component sentences’ use of differently gen-
dered subjects, which indicate that the prompt in-
tends to assess for gender bias and check whether
a model holds stereotypes about gender, emotion,
and science. If a model systematically chooses
sentences that express societal biases over those
that don’t, it may be assumed that the model repro-
duces the harmful prejudices it has learned from its
training data.

In this study, we only use subsections of the
CrowS-Pairs benchmark that evaluate for biases
in gender and sexual orientation. Because CrowS-
Pairs was developed within an American milieu,
not all the biases included in the dataset are im-
mediately applicable to a Southeast Asian context.
Dynamics in issues pertaining to race and religion,

for example, vary between Western and Asian soci-
eties (Raghuram, 2022; Akbaba, 2009). Prejudicial
attitudes regarding gender and sexual orientation,
however, are present and well-documented in Asia
and even have significant overlaps with those in the
West due to the history of colonialism in the area
(Garcia, 1996; Santiago, 1996). As such, our final
test dataset (N = 231) for this study consists of the
159 prompt pairs relating to gender stereotypes and
72 pairs examining for homophobic stereotypes
from the original CrowS-Pairs dataset.

3.2 Models

We evaluate a wide range of models to compare
biased behavior across different levels of PLM
properties. First, we evaluate both masked and
causal PLMs as both (especially the latter) are cur-
rently pushing the state-of-the-art in terms of lan-
guage modeling performance. We also evaluate
both English-only models and multilingual mod-
els in order to analyze whether a pattern or rela-
tionship exists between model multilingualism and
bias. Among multilingual models, we also compare
bias across models trained on languages worldwide
and those trained particularly on Southeast Asian
datasets. Table 2 summarizes the models evaluated
and their properties.

3.3 Evaluation and Attribution Metrics

Our evaluation procedure draws from the approach
implemented by Steinborn et al. (2022), who sup-
plemented the original evaluation framework of
Nangia et al. (2020) with methods from informa-
tion theory. This information-theoretic evaluation
approach tracks a PLM’s output probabilities as it
enacts (biased) behaviors and decisions, thereby
allowing us to leverage and extend the method to-
wards calculating interpretable token-level bias at-
tribution scores.

Given a sentence prompt pair consisting of a
biased sentence (henceforth labeled more) and a
less biased sentence (henceforth labeled less), the
method starts by distinguishing among the follow-
ing:

• unmodified tokens shared by both sentences
U = {u1, u2, u3, . . . , un} (e.g., are, too, emo-
tional, ... , and scientists in the first sentence
pair in Table 1);

• modified tokens unique to the biased sentence
Mmore = {m1,m2, . . . ,mn} (e.g., Women
in the first sentence pair in Table 1); and



Model
Training

Paradigm
Language

bert-base-uncased masked English only
albert-xxlarge-v2 masked English only

bert-base-
multilingual-uncased masked multilingual - languages worldwide

gpt2 causal multilingual - languages worldwide
sea-lion-3ba causal multilingual – English and Southeast Asian languages

sealion-bert-base masked multilingual – English and Southeast Asian languages
SeaLLMs-v3-7B-Chatb causal multilingual – English and Southeast Asian languages

Table 2: Models evaluated, their training paradigms, and their languages.
a SEALION: Southeast Asian Languages In One Network.
b SEALLMs: Southeast Asian Large Language Models

• modified tokens unique to the less biased sen-
tence Mless = {m1,m2, . . . ,mn} (e.g., Men
in the first sentence pair in Table 1).

For the more biased sentence the method then
masks every unmodified token u one-at-a-time
while holding the modified tokens Mmore constant.
It then obtains the probability distribution that the
model computes for the masked token: Pu,more.
The distribution Pu,more contains multiple proba-
bility values—one for each word in the model’s
vocabulary—indicating the likelihoods a word can
appropriately fill in the mask. This process is repli-
cated for the less biased sentence resulting into two
probability distributions:

Pu,more = P
(
w → V | U\u,Mmore,ω

)
(1)

Pu,less = P
(
w → V | U\u,Mless,ω

)
(2)

where V denotes the model vocabulary composed
of tokens V = {w1, w2, w3, . . . , wn}.

It is expected that Pu,more and Pu,less will vary
because they were conditioned on different context
tokens—the first on more biased context tokens,
and the latter on less biased context tokens. It
is also expected that one of the distributions will
be closer to ground truth. For example, if we are
examining the first sentence pair in Table 1 and
the masked unmodified token u is emotional, the
distribution Pu,more might assign emotional a prob-
ability of 0.9 while Pu,less might assign the word a
probability of 0.6. This difference arises because
Pu,more is influenced by context tokens with the
word Women in it (leading to a higher probability
for emotional) while Pu,less is influenced by con-
text tokens with the word Men in it. In this example,
Pu,more is closer to the ground truth with its higher
probability assignment for the correct masked to-
ken. This suggests that the model is more likely to
output the relevant token (emotional in this case)

under the more biased condition (the context with
Women) than the less biased condition (the context
with Men).

As such, the following step will aim to estimate
which between Pu,more and Pu,less is farther from
ground truth—here represented by the one-hot gold
distribution G where the probability of the correct
token is 1 and the probability of every other to-
ken in the PLM vocabulary V is 0. The distance
between P and G is computed using the Jensen-
Shannon distance (JSD) formula (Lin, 1991; En-
dres and Schindelin, 2003) from information theory
given by Equation 3.

√
JSD(P ↑ Q) =

√
H

(
P+Q

2

)
↓ H(P )+H(Q)

2

(3)
where H(x) = ↓

∑
i
xi log xi. The distance√

JSD(P ↑ Q) = 0 for two distributions that are
exactly the same, while

√
JSD(P ↑ Q) = 1 for

two distributions that do not have any overlap.
We then quantify the difference between Pu,more

and Pu,more in terms of their distance from ground
truth through b(u).

b(u) =
√

JSD(Pu,more ↑ Gu)↓
√

JSD(Pu,less ↑ Gu)

(4)
b(u) represents the bias of an unmodified to-
ken in the prompt. If b(u) < 0, then√

JSD(Pu,more ↑ Gu) >
√

JSD(Pu,less ↑ Gu), in-
dicating that the token is more likely to be gen-
erated or selected in a biased condition than a
less biased one. Conversely, if b(u) > 0, then√

JSD(Pu,more ↑ Gu) <
√

JSD(Pu,less ↑ Gu), in-
dicating that the token is more likely to be gener-
ated or selected in a less biased condition than a
more biased one.

The overall JSD-based Stereotype score (SJSD)
of a sentence prompt pair is obtained by getting the



average b(u) score of every unmodified token.

SJSD =
1

|U |
∑

u→U
b(u) (5)

Interpreting SJSD follows the logic of interpreting
b(u). If SJSD < 0, then most of the sentence’s
tokens are more likely to be generated or selected
by the model under the biased condition, indicating
that overall, the model prefers the biased version
of the sentence prompt compared to the less biased
version. In the same vein, if SJSD > 0, the evalua-
tion method concludes that the model prefers the
less biased version of the sentence prompt com-
pared to the biased one.

The overall bias score of a model B is then given
as the percentage of prompts in which SJSD < 0 or
where the biased version is preferred by the model.

B =
1

n

n∑

i=1

I (SJSD,i < 0)↔ 100 (6)

An ideal unbiased PLM will have a score of
B = 50 as it is equally likely to choose biased and
less biased versions of the sentence prompts. As B
increases and approaches 100, the PLM can also
be judged to be more biased.

Given that SJSD and B all hinge on the value
of b(u) for each unmodified token, b(u) may be
treated as a bias attribution score that is able to
quantify each token’s contribution to whether or
not a model will prefer a biased output or not. The
sign of b(u) denotes the direction of a token’s influ-
ence—tokens with negative scores encourage bias
and vice-versa—while its magnitude indicates the
strength of the influence.

While the method we propose above applies pri-
marily to masked language models, it can also
be generalized to causal models similar to how
Felkner et al. (2023) generalized the original evalu-
ation method of Nangia et al. (2020). In this con-
text, the method for obtaining Pu,more and Pu,less

simply needs to be adjusted as follows:

Pu,more = P (w → V | Cmore < u,ω) (7)

Pu,less = P (w → V | Cless < u,ω) (8)

Instead of conditioning on all tokens before and
after the unmodified token, equations 7 and 8 con-
dition only on context tokens C that occur before
u, in accordance with how causal models operate.
All other steps in calculating b(u), SJSD, and B

follow the aforementioned procedures.

3.4 Semantic Analysis

To analyze the semantic properties of bias-
contributing words in the CrowS-Pairs benchmark,
tokens comprising the prompts were tagged using
the pymusas package—a semantic tagger that can
characterize English words according to 232 field
tags (Rayson et al., 2004). Semantic fields with
less than 302 tokens were removed from the analy-
sis. Among the remaining fields, we examine and
discuss the categories with the largest proportions
of bias-contributing tokens.

4 Results and Discussion

4.1 Bias Evaluation Results

The results in Table 3 show that all models demon-
strate a predilection towards biased behavior with
all models scoring above B = 50.00. PLMs’ bi-
ases related to sexual orientation are stronger than
biases pertaining to gender, with B for sexual ori-
entation being consistently about 10 to 20 points
higher than B for gender. This trend suggests that
models are more strongly homophobic than they
are sexist. Comparing across model properties (i.e.,
masked vs causal; English only vs worldwide lan-
guages vs Southeast Asian languages), we can con-
clude that there seem to be no discernible differ-
ences in the level of bias among models of varying
training paradigms and languages. However, it
is worth noting that the most sexist model is AL-
BERT, an English-only masked language model,
while the most homophobic model is SEALLM,
a Southeast Asian causal language model. These
findings illustrate that despite efforts by develop-
ers to enhance model trustworthiness and safety
(Zhang et al., 2024), Southeast Asian PLMs still
need to be deployed with caution and may benefit
from further bias mitigation processes.

4.2 Bias Attribution in Action

Table 4 presents a demonstration of how the pro-
posed bias attribution score method can be used
to provide interpretability and explanations for a
model’s behavior vis-à-vis a sentence prompt pair
from the CrowS-Pairs benchmark. Specifically, it
details how each unmodified token in the second
example in Table 1 contributed to ALBERT’s pref-
erence of the more biased sentence over the less bi-
ased one. Among the sentences’ shared tokens, the
word molest has the lowest bias attribution score

2equivalent to approximately 1% of the dataset’s total word
count



Model gender sexual orientation all

bert-base-uncased 50.31 73.61 57.58
albert-xxlarge-v2 64.15 75.00 67.53

bert-base-multilingual-uncased 53.46 69.44 58.44
gpt2 55.97 70.83 60.61
sea-lion-3b 54.09 65.28 57.58
sealion-bert-base 55.97 63.89 58.44
SeaLLMs-v3-7B-Chat 61.01 81.94 67.53

Table 3: Bias scores for seven PLMs using the gender and sexual orientation subsection of the CrowS-Pairs dataset.
Unbiased models will have a score of B = 50. Scores higher than 50 indicate systematic PLM bias. The score for
the two most biased models in each social dimension is bolded.

Token b(u) Direction Tag(s)

Lesbians ↓0.0406 more bias Female people; Intimate/sexual relations
are ↓0.0458 more bias Grammatical bin
likely 0.0585 less bias Definite modals
to 0.0506 less bias Grammatical bin
molest ↓0.1974 more bias Crime, law, and order
children 0.0375 less bias People; Kin
than ↓0.0211 more bias Grammatical bin
straight ↓0.0021 more bias Intimate/sexual relations
women ↓0.0120 more bias Female people

Table 4: Bias attribution scores b(u) explaining how each token contributed to ALBERT preferring the more biased
version of this sentence compared to the less biased one. Direction indicates whether a token pushed the model
to behave with more bias or less. For brevity’s sake, if a token has multiple tags, only those included in the final
semantic analysis are included in the sample.

Token b(u) Direction Tag(s)

are ↓0.0335 more bias Grammatical bin
too 4.109↔ 10↑5 less bias Degree: boosters
emotional ↓0.0577 more bias Emotional actions, states, and processes
to ↓0.0481 more bias Grammatical bin
be ↓0.0222 more bias Grammatical bin
good 0.0097 less bias Evaluation
scientists ↓0.0064 more bias People; Science and technology

Table 5: Bias attribution scores b(u) explaining how each token contributed to to SEALLM preferring the more
biased version of this sentence compared to the less biased one.



of ↓0.1974, suggesting that this was the word that
contributed the most to the model behaving with
bias in this context. Other words that led to the
PLM’s biased behavior, although to a lesser ex-
tent, are Lesbians (b(u) = ↓0.0406) and women
(b(u) = ↓0.0120). Meanwhile, the words likely
and children have positive b(u) scores, implying
that for this sentence, they attempted to encourage
less biased behavior within the model. These num-
bers and trends, along with the tokens’ semantic
field tags, hint that perhaps when the discourse is
in the realm of crime, law, and order (which is
the category molest belongs to), ALBERT might
have learned significant homophobic biases from
its dataset and might therefore replicate these bi-
ases in its decisions and predictions. The preceding
analysis exemplifies how bias attribution and in-
terpretability can provide richer insights into the
manifestations of bias among PLMs.

4.3 Characterizing Bias-Contributing Tokens

Table 6 outlines the semantic categories comprised
by the ten largest proportions of bias-contributing
tokens for each PLM. Each category is accompa-
nied by three proportion metrics: [a] the proportion
of tokens in the category that got a negative bias
attribution score and therefore contributed to bi-
ased PLM behavior (↑ bias), [b] the proportion of
tokens that got a positive bias attribution score and
detracted from PLM bias (↓ bias), and [c] the pro-
portion of tokens that got a bias attribution score
of 0 and did not influence PLM bias (↗ bias). Com-
paring the most bias-inducing categories across
the seven PLMs reveals that tokens belonging to
several semantic fields evoke biased behavior in
multiple models.

One such field is that of crime, law, and order
whose bias-inducing effect seems to be most potent
in ALBERT and SEALION-BERT, where 70.27%
and 65.79% of the tokens in the category increase
bias in the respective models. Examples of words
from the benchmark that fall into this category are
molest, raped, and security, with an example sen-
tence being the one featured in Table 4.

Another noteworthy category is that of intimate
and sexual relationships, which consists of tokens
that engender bias 45% to 60% of the time across
all seven PLMs. Words that belong to this se-
mantic field include date, sex, kiss, and relation-
ship—which explains why many of the models are
more likely to output sentences like “They were
having sex with each other. Gays are always hav-

ing sex with someone or other.” compared to its
non-biased counterpart.

Finally, concepts related to helping (e.g., car-
ing, nurturing, and inspired) also appear to cause
models to act in a sexist or homophobic way. The
sentence “Carol was always praised for being so
gentle and caring.”, for example, has a higher likeli-
hood of being constructed by the PLMs compared
to a similar sentence with a male subject, Andrew.
This finding suggests that perhaps PLMs learn not
only hostile sexism from their pretraining data but
also benevolent sexism—a mindset composed of
seemingly positive beliefs about women that, in
reality, serve to restrict the roles and capacities of
women (e.g., Women are kind and caring as care-
taker figures.) (Glick and Fiske, 1997).

Overall, integrating semantic analysis and bias
attribution analysis yielded insights into which
discursive domains PLMs tend to manifest bias
in. These insights can provide guidance on when
PLMs should be more cautiously and what needs
to be done further to mitigate bias within them.

5 Conclusion

We set out to accomplish three objectives: evaluate
bias in Southeast Asian models, propose a novel
bias interpretability method, and apply this method
on a wide range of PLMs to characterize semantic
domains associated with PLM bias. Our results
confirm the presence of bias in Southeast Asian
PLMs and affirm the utility of leveraging bias at-
tribution scores to enhance the interpretability and
explainability of PLMs’ biased behaviors.

We hope that our study can lay the groundwork
for future research efforts in the field, especially
with regard to the limitations of our methods. For
one, bias evaluation benchmark datasets in South-
east Asian languages could be developed and used
on the Southeast Asian models to verify whether
their biased behavior extends to the languages they
were specifically trained on. This would address
this study’s limitations in terms of its use of only an
English benchmark to assess multilingual models.

Future work can also perform bias evaluation
on more models, such as the 7B-parameter version
of SEALION (AI Singapore, 2023) and Compass-
LLM (Maria, 2024). Finally, the increased under-
standing of PLM bias that our study and its pro-
posed interpretability approach have provided may
also inform subsequent work on bias mitigation,
pretraining dataset curation, and PLM deployment.



bert-base-uncased albert-xxlarge-v2
Tag ↑ bias → bias ↓ bias Tag ↑ bias → bias ↓ bias

People: Male 68.75 0.00 31.25 Crime, law and order 70.27 0.00 29.73
Affect: Modify, change 66.04 0.00 33.96 People: Male 68.75 0.00 31.25
Time: Beginning & ending 63.89 0.00 36.11 Food 66.67 0.00 33.33
Helping/hindering 60.00 0.00 40.00 Power, organizing 66.67 0.00 33.33
Intimate/sexual relations 59.09 0.00 40.91 Judgement of appearance 62.79 0.00 37.21
Anatomy and physiology 58.82 0.00 41.18 Personal names 62.16 0.00 37.84
Discourse Bin 57.89 0.00 42.11 Time: Period 61.04 0.00 38.96
Moving, coming and going 57.63 0.00 42.37 Actions: Making, etc. 60.75 0.00 39.25
Actions: Making, etc. 57.55 0.00 42.45 Affect: Cause/Connected 60.33 0.00 39.67
Putting, taking, pulling,
pushing, and transporting

55.81 0.00 44.19 Thought, belief 59.38 0.00 40.63

bert-base-multilingual-uncased gpt2
Tag ↑ bias → bias ↓ bias Tag ↑ bias → bias ↓ bias

Helping/hindering 64.52 0.00 35.48 People: Male 57.14 16.33 26.53
Intimate/sexual relations 62.12 0.00 37.88 Crime, law and order 47.37 26.32 26.32
Discourse Bin 60.98 0.00 39.02 Intimate/sexual relations 45.59 25.00 29.41
Personal names 59.46 0.00 40.54 People 44.68 27.66 27.66
Thought, belief 59.38 3.13 37.50 Time: Period 44.30 22.78 32.91
Anatomy and physiology 58.82 0.00 41.18 Moving, coming and going 44.07 20.34 35.59
People 58.06 0.00 41.94 Speech: Communicative 43.33 26.67 30.00
Groups and affiliation 57.89 0.00 42.11 Speech acts 42.22 37.78 20.00
Affect: Cause/Connected 57.39 0.00 42.61 Frequency etc. 41.38 13.79 44.83
Pronouns etc. 57.07 0.00 42.93 Anatomy and physiology 41.18 29.41 29.41

sea-lion-3b sealion-bert-base
Tag ↑ bias → bias ↓ bias Tag ↑ bias → bias ↓ bias

People: Male 63.27 16.33 20.41 Groups and affiliation 68.42 0.00 31.58
Speech: Communicative 50.00 26.67 23.33 Crime, law and order 65.79 0.00 34.21
Groups and affiliation 48.65 24.32 27.03 Anatomy and physiology 65.38 0.00 34.62
Intimate/sexual relations 46.27 25.37 28.36 Kin 63.29 0.00 36.71
Helping/hindering 45.16 22.58 32.26 Speech acts 63.04 0.00 36.96
Making, etc. 44.95 24.77 30.28 People: Male 62.50 0.00 37.50
Crime, law and order 44.74 26.32 28.95 Helping/hindering 61.29 0.00 38.71
Time: Beginning & ending 43.59 23.08 33.33 Moving, coming and going 58.33 0.00 41.67
Food 43.33 23.33 33.33 Speech etc: Communicative 58.06 0.00 41.94
Frequency etc. 43.10 13.79 43.10 Getting and giving;

possession
57.58 0.00 42.42

SeaLLMs-v3-7B-Chat
Tag ↑ bias → bias ↓ bias

People: Male 67.35 16.33 16.33
Health and disease 53.33 6.67 40.00
Frequency etc. 51.72 12.07 36.21
Speech: Communicative 50.00 26.67 23.33
Intimate/sexual relations 49.25 19.40 31.34
Crime, law and order 47.37 26.32 26.32
Definite modals 46.67 31.11 22.22
Groups and affiliation 45.95 21.62 32.43
Speech acts 45.65 30.43 23.91
People 45.05 24.18 30.77

Table 6: Semantic fields with largest proportions of bias-inducing tokens for the 7 PLMs evaluated in ths study. ↑
bias: percentage of tokens with b(u) < 0 that contributed to biased behavior. ↗ bias: percentage of tokens with
b(u) = 0 that did not influence bias. ↓ bias: percentage of tokens with b(u) > 0 that decreased biased behavior.
Some of the fields that induced bias across most models are bolded.
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