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Abstract

Prompt tuning is a notable Parameter-efficient
Fine-tuning approach that allows users to fine-
tune a pre-trained language model for a specific
task with significantly lower computational re-
sources compared to traditional full fine-tuning.
However, it still faces challenges related to con-
vergence and stability, particularly concerning
the sensitivity to the length of the prompts used.
In this work, we propose a novel prompt tuning
method Multi-mask Prefix Tuning1 that can
derive multiple versions of prompt adapted to
each instance of the data. To do this, we utilize
a routing mechanism and multiple tunable adap-
tive masks which then are applied on a trainable
task-specific soft prompt. Our method prac-
tically shows improvements in training time
and performance across Natural Language Un-
derstanding (NLU) tasks compared to other
prompt tuning baselines, narrows down the gap
to LoRA and full fine-tuning while not requir-
ing any modifications to model structure and
pre-trained weights.

1 Introduction

In recent years, pre-trained language models have
achieved significant performance in the field of nat-
ural language processing. Since the pre-trained
language models can be fine-tuned to quickly adapt
to downstream tasks, this pretrain-then-finetune

paradigm has been a common approach for re-
searchers in the field. However, the rapidly in-
creasing size of pre-trained language models also
places great pressure on the computational infras-
tructure required to fully fine-tune and store them.
A particularly interesting research direction in the
current context is the development of Parameter-
Efficient Fine-Tuning (PEFT) methods (He et al.,

*Both authors contributed equally to this research.
†Corresponding author.
1Code availability: https://github.com/vanqui-tu/Multi-

mask-Prefix-Tuning

Figure 1: An illustration of the proposed approach
Multi-mask Prefix Tuning. A gating mechanism is uti-
lized to route each input instance to a specific combi-
nation of masks, which then is applied on the shared
trainable soft prompt.

2022), which require tuning only a significantly
smaller set of parameters.

Among PEFT lines of research, prompt tuning
is a worth-noticing one. At first, prompt tuning
methods solely tune the soft prompt (Lester et al.,
2021; Liu et al., 2023), which is trainable token
embeddings, prepended to the model input. Subse-
quent studies referred to as Deep Prompt Tuning
(Li and Liang, 2021; Liu et al., 2022b) continu-
ally improve the design of soft prompts by adding
length-equivalent soft prompt tokens to each layer
of the models, achieving performance comparable
to other PEFT methods and even full fine-tuning
with only 3% of the parameters tuned. In prac-
tice, there have been challenges that prompt tuning
methods still face regarding the convergence rate,
stability as well as sensitivity to hyper-parameters
such as prompt length (Han et al., 2024).
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There has been active research in the field aimed
at improving the effectiveness and efficiency of
prompt tuning. On the one hand, improvement in
the performance of prompt tuning can be achieved
by modifying the soft prompt design such as incor-
porating input-specific soft prompts (Jiang et al.,
2022; Wu et al., 2022; Liu et al., 2022a), control-
ling each prompt token importance (Zhang et al.,
2023) or extending the influence of the prompt to
model weights (Wang et al., 2023a). On the other
hand, other works have been proposed to enhance
efficiency by decomposing the soft prompt (Shi
and Lipani, 2024; Xiao et al., 2023) or reducing
the actual length of used prompt by leveraging a
sparse activation mechanism (Choi et al., 2023).
After all, there is still a need to address the existing
limitations of prompt tuning.

Carefully inspected, we found that Deep Prompt
Tuning is the base architecture with better per-
formance and also better practical efficiency, in
comparison with typical Prompt Tuning architec-
ture. Besides, we adopt the initiatives of adaptive
soft prompts from Adaptive Prefix Tuning (APT)
(Zhang et al., 2023) and the idea of short prompts
fit with subsets of training datasets from Sparse
Mixture-of-Prompts (SMoP) (Choi et al., 2023). As
far as we are concerned, some limitations are com-
ing along with the design of SMoP regarding the
overfitting and unbalanced activation of prompts.
By adopting the advantages and addressing the ex-
isting disadvantages of those previous works, we
aim to develop a novel prompt tuning method with
practically improved performance and efficiency.

To this end, we propose Multi-mask Prefix Tun-
ing, a novel prompt tuning method utilizing multi-
ple trainable adaptive masks controlling the influ-
ence of each prompt token and a sparse activation
mechanism to guide each input instance to a differ-
ent combination of masks, which then is used to
extract an instance-specific version of soft prompt
from the common tunable part. Our method pro-
vides a flexible prompt tuning design allowing ef-
fective training and instance-specific prompts while
maintaining a common soft prompt to share useful
task-specific knowledge between versions of each
extracted soft prompt.

As in previous works, our experiments are con-
ducted on six Natural Language Understanding
tasks from the SuperGLUE benchmark (Wang
et al., 2019) to evaluate the method’s performance
in practice. Experimental results depict that our
proposed method shows an improvement in aver-

age accuracy on the six SuperGLUE tasks with T5-
base (Raffel et al., 2023) although requires under
one-half of training time and one-third of training
memory in comparison with other prompt tuning
baselines.

Our contributions are as follows:

• We propose a novel prompt tuning method
named Multi-mask Prefix Tuning that uti-
lizes a set of adaptive masks and a sparse acti-
vation mechanism.

• Our method shows a flexible design that can
provide prompts that fit each instance whilst
sharing valuable task-specific knowledge.

• Experimental results demonstrate that our pro-
posed method, with significantly lower train-
ing costs, surpasses the baseline methods on
T5-base.

2 Related Works

Since fully fine-tuning pre-trained language models
is more and more expensive due to their increases in
size, Paramter-Efficient Fine-Tuning (PEFT) meth-
ods became a lightweight alternative that requires
tuning only a small portion of task-specific param-
eters while keeping most pre-trained parameters
frozen. Adapter tuning (Houlsby et al., 2019) is a
popular approach of PEFT, which involves insert-
ing small neural modules named adapters into each
pre-trained Transformer layer and then optimizing
only those adapters at fine-tuning time. In another
approach, LoRA (Hu et al., 2021) injects trainable
low-rank matrices into Transformer layers to ap-
proximate the weight updates, becoming the most
widely recognized PEFT technique.

Prompt Tuning is another simple yet effective
PEFT approach, that even requires minimal modifi-
cation to be applied on pre-trained language mod-
els. Concurrent works P-tuning (Liu et al., 2023)
and Prompt Tuning (Lester et al., 2021) started the
line of research by applying learnable soft prompt
tokens at the initial word embedding layer. Later
works introduced Deep Prompt Tuning design
through Prefix Tuning (Li and Liang, 2021) and
P-tuning v2 (Liu et al., 2022b), which is claimed
to achieve comparable performance to full fine-
tuning in some particular tasks, with only 0.1%-3%
tuned parameters. Later advancements aimed to en-
hance prompt tuning performance and efficiency by
modifying soft prompt design (Wang et al., 2023a;
Zhu and Tan, 2023), leveraging instance-specific



prompts (Jiang et al., 2022; Wu et al., 2022; Liu
et al., 2022a), adopting transfer learning (Vu et al.,
2022; Asai et al., 2022; Wang et al., 2023b) or repa-
rameterizing the soft prompt part (Shi and Lipani,
2024; Xiao et al., 2023).

Among advanced prompt tuning studies, we no-
tice XPrompt (Ma et al., 2022) proved the existence
of trained prompt tokens posing negative impacts
on the performance of the model on a downstream
task. This finding raised a need for controlling the
importance of each soft prompt token, which then
was implemented in the research Adaptive Prompt
Tuning (Zhang et al., 2023). Another prompt tuning
research SMoP (Choi et al., 2023) adopted the idea
of instance-aware prompts and proposed a novel
method that utilizes a routing mechanism and mul-
tiple short soft prompts. The idea was inspired by
the Mixture-of-Experts architecture (Shazeer et al.,
2017) and can be found in another PEFT method
AdaMix (Wang et al., 2022).

3 Method

3.1 Preliminaries
Deep Prompt Tuning As a variation of Prompt
Tuning, Deep Prompt Tuning (Li and Liang, 2021;
Liu et al., 2022b) is also applied on Transformer-
based pre-trained models. A typical Transformer
block (Vaswani et al., 2023) consists of multi-head
attention, which is multiple parallel self-attention
functions, and a fully connected feed-forward net-
work. The calculations within a Transformer block
can be simplified as follows:

Attn(Q,K,V ) = softmax(
QKT

→
d

V ) (1)

FFN(x) = ReLU(xW1 + b1)W2 + b2 (2)

Deep Prompt Tuning inserts soft prompt tokens
of length l into each layer of the pre-trained lan-
guage model. This was done by representing the
soft prompt as 2 separate key-value parts and con-
catenating them to the corresponding key-value
matrix at each layer. In particular, let Pk and Pv

represent the keys and values of the soft prompt, re-
spectively, where Pk,Pv ↑ Rl→d. Here, l indicates
the length of the prefix, and d refers to the dimen-
sion. Consequently, the self-attention function can
be restructured as follows:

Attn(Q,K ↑,V ↑) = softmax(
Q(K ↑)T→

d
V ↑) (3)

where K ↑ = [Pk;K],V ↑ = [Pv;V ]

Since this method was initially introduced
through Prefix Tuning (Li and Liang, 2021), it can
also be referred to as Prefix Tuning in the context
of prompt tuning.

3.2 Multi-mask Prefix Tuning
The objective of our proposed method, Multi-mask
Prefix Tuning, is to extract versions of prompt
that are suitable for each input instance, from the
common trainable soft prompt. To achieve this,
we leverage multiple tunable adaptive masks that
manage the significance of each soft prompt token,
along with a gating mechanism to direct each input
instance to a specific combination of masks. For
more details, an overview of our proposed method
is presented in Figure 1.

Our method involves three main trainable com-
ponents: a soft prompt, a routing component
(router) and a set of masks of the same size. To
correctly route an input sequence to the appro-
priate combination of masks, the routing compo-
nent needs to understand the semantics of each
input. Consider an input sequence of length l:
X = {x1, x2, ..., xp}, where xi ↑ Rd are the token
embeddings. We take the average of all token em-
beddings as the semantic representation for each
input sequence: X̄ = mean(x1, x2, ..., xp).

Assuming we use k different masks, the param-
eterization of the set of masks is {ωj}kj=1, where
ωj ↑ Rl→m, with l and m being the length of the
prompt and the number of layers of the model, re-
spectively. The routing component is a Linear layer
with parameters µ, denoted as Lµ. The probability
that an input instance X̄ is routed to the j-th mask
is as follows:

pj(X) = [ softmax( Lµ( X̄ ) ) ]j (4)

The distribution obtained through the above op-
eration serves as the basis for determining the ap-
propriate mask. While the authors of SMoP (Choi
et al., 2023) select the mask with the highest proba-
bility for the next step, we take a different approach
by summing the weighted masks according to the
distribution from the previous step, resulting in a
final combined mask ω̄:

ω̄ =
k∑

j=1

pj(X̄) · ωj (5)

The use of a combination of the tuned masks fa-
cilitates gradient computation and optimization of



all the components. The instance-specific prompt
P̃ is generated by applying the mask ω̄ through
the sigmoid function on the shared soft prompt
P ↑ Rl→(m→d). By preserving a shared com-
mon soft prompt, valuable task-relevant knowledge
is able to be shared across different versions of
extracted prompts, enhancing generalization com-
pared to SMoP. To ensure that ω̄ having dimensions
(l,m) can be applied to the prompt P with dimen-
sions (l ↓ (m ↓ d)), we denote ω̄ext ↑ Rl→(m→d)

as the extension of ω̄, where each element of ω̄
corresponds to d elements of P :

P̃ = sigmoid( ω̄ext ) ↔ P (6)

In this context, ↔ denotes the Hadamard product,
or element-wise multiplication. Next, the objective
function of the method can be expressed as follows:

argmax
µ,ω,P

log p( Y | P̃ ,X ) (7)

4 Experiments

4.1 Experimental Settings
Dataset We perform evaluations across a range
of tasks from the SuperGLUE benchmark (Wang
et al., 2019). Our analysis included six tasks:
BoolQ (Clark et al., 2019), COPA (Roemmele et al.,
2011), CB (De Marneff et al., 2019), (Roemmele
et al., 2011), MultiRC (Khashabi et al., 2018), RTE
(Bentivogli et al., 2009) and WiC (Pilehvar and
os’e Camacho-Collados, 2018). Similar to the
SMoP’s experiment setting (Choi et al., 2023), due
to the absence of official test datasets for these
benchmarks, we adopt the approach recommended
by (Chen et al., 2022), using the validation sets as
stand-ins for the test sets. Additionally, we reorga-
nize the original training dataset, splitting it into
new training and validation subsets with a division
ratio of 90%/10%. Detailed information about the
datasets, including their sizes, metrics, and tasks,
is provided in Appendix A.2.

Baselines To assess the efficacy of our approach,
we conduct comparative analyses between our
Multi-mask Prefix Tuning method and notable sev-
eral existing methods, including Prompt Tuning,
P-tuning, SMoP, Prefix Tuning, LoRA and Fine-
tuning. These experiments utilized the pre-trained
T5-base model (Raffel et al., 2020) .

Hyperameters In our Multi-mask Prefix Tuning
approach, we explore settings incorporating [5, 10,

20] prompt tokens paired with [1, 2, 4] masks. We
employ distinct learning rates for different com-
ponents of our model. Specifically, the mask and
router are optimized with learning rates of [0.05,
0.001] and [0.001, 0.0005], respectively. We train
our model for 15 epochs on tasks with more than
8000 samples such as BoolQ and MultiRC, and 50
epochs for other tasks. In line with SMoP’s prac-
tices, we employ the Adafactor optimizer (Shazeer
and Stern, 2018), setting a weight decay of 1e-5
and implementing a linear learning rate decay with
a warm-up ratio of 0.06. In addition, we also apply
a drop-out rate of 0.2 on the routing component
during the training process and add a small L1
regularization term to promote the sparsity of the
masks.

4.2 Results
4.2.1 Main result
Table 1 represents the performance from best set-
ting of Multi-mask Prefix Tuning and other meth-
ods. Our method achieves the highest accuracy
score among listed methods on six SuperGLUE
tasks. It improves by 1.23% on average score
compared to vanilla Prefix Tuning method, and
by 0.58% compared to the second-best method,
SMoP. Our method demonstrates significant im-
provements across various tasks, particularly in
small datasets, compared to the vanilla Prefix Tun-
ing approach. Specifically, in the COPA dataset
(5.3%), our method outperforms SMoP, while
maintaining comparable results in relatively large
dataset to SMoP. Besides, the corresponding stan-
dard deviation for our method is the lowest at 0.7.
Compared to others, this indicates that our method
has the greatest stability and reliability.

4.2.2 Prompt length and number of masks
We train Multi-mask Prefix Tuning for the T5-base
model with different prompt lengths in [5, 10, 20]
and number of masks in [1, 2, 4]. The results are
reported in Table 2.

Each task has a different optimal setting, and
it’s challenging to predict these settings due to the
unique characteristics and difficulty levels. We
observe performance degradation when using mul-
tiple masks with a prompt length of 20. This ob-
servation is consistent with SMoP. We believe that
the performance degradation may be due to the lim-
ited labeled data available for training in several
SuperGLUE tasks, leading to insufficient training
of each mask.



Method
Trainable

Params(%)
BoolQ CB COPA Multi RTE WiC Average

Fine-tuning* 100 81.90.1 96.41.8 64.31.5 80.20.2 79.20.2 67.02.3 78.21.3

LoRA* (r=8) 0.3954 79.00 90.51.0 60.00.6 80.00.0 77.92.9 66.90.8 75.71.3

P-tuning* (l=20) 0.103 78.70.2 91.72.7 58.33.8 79.30.2 77.11.8 65.90.7 75.21.1

Prompt Tuning* (l=100) 0.0344 79.10.1 86.93.7 56.72.1 78.30.2 73.21.7 65.61.2 73.31.9

SMoP* (l=5, k=4) 0.0083 79.40.3 94.61.8 58.32.9 79.60.1 77.53.2 65.20.5 75.81.9

Prefix Tuning (l=20) 0.1651 78.80.1 91.50.8 62.03.2 79.20 76.80.5 64.20.3 75.420.8

Multi-mask (l=10, m=4) 0.0843 78.90.1 94.620.9 63.61.4 79.40 77.260.8 64.480.5 76.380.7

(+0.13%) (+3.41%) (+2.58%) (+0.25%) (+0.60%) (+0.44%) (+1.23%)

Table 1: Main experimental results (%) on six SuperGLUE tasks. l indicates prompt length, r for LoRa indicates
the rank of matrices, k for SMoP indicates number of prompts, m for Multi-mask indicates number of masks. Best
results are in bold (the larger, the better). The number next to each score indicates the performance improvement
(+) compared with vanilla Prefix-Tuning. The subscript of scores indicates the corresponding standard deviation.
Methods with ‘*’ indicate the results reported in (Choi et al., 2023).

We notice that using 10 soft prompts and 4 masks
yields the highest scores across tasks. It is impor-
tant to note that while Multi-mask Prefix Tuning
generally improves upon Prefix Tuning, the opti-
mal prompt length and number of soft prompts may
vary depending on the specific task or dataset.

4.2.3 Training costs
Table 3, 4 present peak memory (GB) and train-
ing time (s/100 steps) of our method compared
to other methods. Given that Multi-mask Prefix
Tuning builds on the foundation of Prefix Tuning,
its training cost aligns with that of Prefix Tuning
while significantly reducing these costs compared
to other approaches. Our method maintains nearly
the same training time and results in only a slight
increase in peak memory usage (from 2.96 to 3.79
GB). Specifically, our approach achieves a 1.97
times reduction in training time and a 3.14 times
decrease in memory usage compared to SMoP.

5 Conclusion

In this paper, we introduce a novel prompt tuning
approach that leverages both task-specific and
instance-specific learning strategies. By employing
a soft prompt for task-specific adjustments and a
routing mechanism to tailor masks for individual
instances, Multi-mask Prefix Tuning outperforms
other prompt tuning methods in accuracy while
significantly reducing training costs. Overall, our
work contributes an innovative idea to improve the
prompt tuning method and aims to inspire future
research in this area.

Limitations

Although our method can be adapted for use
with both encoder-only and decoder-only models,
our experiments are conducted exclusively on the
encoder-decoder model, specifically using the T5-
base. Extensive experiments across a broader range
of models and datasets would be beneficial. The
architecture of the router component, which cus-
tomizes masks to fit each instance, requires fur-
ther exploration to enhance efficiency while still
avoiding overfitting. Additionally, determining the
optimal prompt length and number of masks ne-
cessitates extensive trials for each task. We leave
these considerations for future research, aiming to
develop a method that performs consistently well
across all variations of prompt length and number
of masks, thereby increasing stability and reliabil-
ity.
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A Appendix

A.1 Experimental Results
A.1.1 Detailed Experiment Tables
Table 2 presents the experimental results on six
SuperGLUE tasks on T5-base.

A.1.2 Memory Usage Analysis
Table 3 presents the peak memory used during train-
ing (GB).

A.1.3 Time Performance Analysis
Table 4 presents the training time (s/100 steps).

A.2 Dataset Details
Table 5 provides detailed information about six
SuperGLUE datasets, including their sizes, metrics,
and tasks.

A.3 Mask Visualization
The observation from Figure 2 shows that most
values in each mask are high, indicating that most
soft tokens after being trained are important, and
only a few negative tokens need to be masked. Ad-
ditionally, each mask captures different features,
suggesting that the masks are effectively trained to
capture distinct information.
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Model Method
Total

Prompt
Length

Utilized
Prompt
Length

Number
of

masks

BoolQ CB COPA MultiRC RTE WIC
Average

Score (%)

T5-base

Full Fine-tuning - - - 81.900.1 96.410.8 64.310.5 80.200.2 79.200.2 67.020.3 78.210.3

P-tuning
5 5 - 79.00.1 89.33.7 59.01.0 79.20.1 73.81.4 65.41.3 74.41.8

20 20 - 78.70.2 91.72.7 58.33.8 79.30.2 77.13.3 65.90.7 75.22.1

Prompt Tuning
5 5 - 78.50.0 89.31.8 54.03.6 79.10.1 69.90.8 64.40.0 72.51.7

20 20 - 78.60.0 86.92.1 55.03.5 79.20.2 70.61.8 64.30.2 72.41.8

SMoP

10 5 - 78.50.0 92.90.0 58.00.6 79.40.0 76.41.3 64.90.8 75.02.0

20 5 - 79.40.3 94.61.8 58.32.9 79.60.1 77.53.2 65.20.5 75.81.9

50 5 - 79.30.1 92.31.0 58.74.2 79.30.0 77.10.3 65.20.4 75.31.8

100 5 - 79.00.3 93.42.0 55.33.1 79.30.2 76.92.0 64.30.2 74.71.7

20 10 - 78.70.1 93.51.0 59.33.5 79.20.3 76.01.8 64.20.1 75.11.7

40 10 - 78.60.1 92.33.7 56.01.7 78.90.1 76.90.8 66.40.8 74.81.7

100 10 - 78.50.1 95.81.0 57.72.5 79.20.1 75.11.0 64.81.7 75.21.4

200 10 - 79.00.4 91.11.8 56.03.5 79.40.1 74.22.8 64.90.7 74.12.0

Prefix Tuning
5 5 - 78.750.1 91.460.80 58.63.4 79.30 75.620.81 63.90.36 74.60.9

10 10 - 78.830.1 91.460.8 58.81.3 79.5 74.630.4 63.760.4 74.50.6

20 20 - 78.850.1 91.50.8 623.2 79.20 76.80.5 64.20.3 75.420.1

Multi-mask
Prefix Tuning

5 5 1 78.750.1 93.942.4 60.23.3 79.40 77.560.6 64.760.3 75.761.1

5 5 2 78.750.2 92.861.6 62.81.9 79.40 76.921.6 64.520.2 75.860.9

5 5 4 78.80.3 93.920.9 621.6 79.50 770.5 64.5 75.690.7

10 10 1 78.750.1 93.922.9 623.3 79.421 77.421 64.30.5 75.281.3

10 10 2 78.750.2 94.281.5 60.752.4 79.20 76.620.5 64.440.7 75.670.9

10 10 4 78.90.1 94.620.9 63.61.4 79.40 77.260.8 64.480.5 76.380.7

20 20 1 790 96.040.8 63.42.7 79.40 77.260.6 64.340.6 76.570.8

20 20 2 78.850.21 95.081.7 63.22.8 79.40 77.561.3 64.60.3 75.861.1

20 20 4 79.00.14 93.751.0 61.82.4 79.30 76.540.7 64.680.5 75.850.8

Table 2: Experimental results on baseline methods and SMoP on six SuperGLUE tasks with T5-base. Subscripts of
each score represent the standard deviation over multiple runs.

Model Method
Total

Prompt
Length

Utilized
Prompt
Length

BoolQ CB COPA MultiRC RTE WiC Average

T5-base

Fine-tuning - - 27.0 14.3 3.1 27.0 13.9 4.1 14.9

Prompt Tuning 100 100 21.8 16.0 5.0 21.8 15.6 6.2 14.4

P-Tuning 20 20 21.8 12.0 2.7 21.8 11.7 3.5 12.3

SMoP 5 5 21.8 11.3 2.3 21.8 11.0 3.1 11.9

Prefix Tuning 5 5 4.37 2.97 1.33 4.52 3.04 1.54 2.96
Multi-mask 5 5 6.64 3.09 1.46 6.64 3.30 1.62 3.79

Table 3: Peak memory (GB) during training on SuperGLUE tasks



Model Method
Total

Prompt
Length

Utilized
Prompt
Length

BoolQ CB COPA MultiRC RTE WiC Average

T5-base

Fine-tuning - - 105.8 92.6 45.8 131.6 76.5 36.0 81.4

Prompt Tuning 100 100 93.1 90.3 37.2 103.7 71.4 28.4 70.7

P-Tuning 20 20 84.8 85.9 30.5 108.2 59.0 21.1 64.9

SMoP 5 5 82.5 74.1 30.8 104.6 54.2 19.8 61.0

Prefix Tuning 5 5 44.06 37.78 14.27 66.72 24.99 7.81 32.61

Multi-mask 5 5 47.95 35.68 8.31 57.47 26.83 9.13 30.90

Table 4: Training time (s/100 steps) on SuperGLUE tasks.

Dataset Train Valid Test Task Metrics

BoolQ 9427 3270 3245 Question Answering Accuracy

CB 250 57 250 Natural Language Inference Accuracy

COPA 400 100 500 Question Answering Accuracy

MultiRC 5100 953 1800 Question Answering F1-score

RTE 2500 278 300 Natural Language Inference Accuracy

WiC 6000 638 1400 Word Sense Disambiguation Accuracy

Table 5: The data statistics and metrics of six SuperGLUE tasks. Train, Valid and Test indicate the number of
samples in the official training, validation and test sets, respectively.

Figure 2: Masks trained on the RTE task with a prompt length of 20


