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Abstract

This paper presents the construction of a large-
scale Japanese metaphor corpus through au-
tomated annotation of the Balanced Corpus
of Contemporary Written Japanese (BCCW]J).
Building upon recent advances in Japanese
metaphor detection using WLSP-enhanced
models, we apply automated metaphor detec-
tion to create comprehensive metaphor annota-
tions across the entire BCCW], including both
the manually annotated BCCWJ-Metaphor sub-
set and portions of BCCWIJ beyond this core
dataset with automatic WLSP semantic annota-
tions. To validate the quality of our automated
annotations, we conduct a systematic evaluation
on the existing BCCWJ-Metaphor corpus, re-
vealing that 60.3% of newly predicted metaphor-
related words represent genuine metaphorical
expressions that demonstrate the reliability of
our approach. We provide a comprehensive
analysis across four Japanese metaphor types—
word-level metaphors, metonymy, synecdoche,
and discourse-level metaphors—revealing sys-
tematic patterns in automated detection capa-
bilities. The resulting corpus represents the
largest Japanese metaphor resource, enabling
large-scale studies of metaphor usage patterns
across diverse text types and providing essen-
tial training data for future metaphor detection
research.

1 Introduction

The development of large-scale metaphor corpora
is crucial for advancing computational metaphor
research, yet most existing resources remain limited
in scope due to the time-intensive nature of manual
annotation. The BCCWJ-Metaphor corpus (Kato
et al., 2022, 2025) provides the first comprehensive
Japanese metaphor dataset, featuring systematic
annotation of four metaphor types across newspaper,
magazine, and book samples from the Balanced
Corpus of Contemporary Written Japanese.

The metaphors targeted in this paper are four
types of figurative expressions annotated in this cor-

pus: word-level metaphors, metonymy, synecdoche,
and discourse-level metaphors. While these cate-
gories encompass different rhetorical mechanisms,
they are collectively treated as metaphorical phe-
nomena within the Japanese linguistic framework
established by the BCCWJ-Metaphor corpus.

While this corpus represents a significant mile-
stone in Japanese metaphor research, the lim-
ited scope of manual annotation due to the time-
intensive nature and the potential for oversight in
comprehensive coverage suggests opportunities for
systematic expansion through computational meth-
ods to enhance both scale and completeness.

The computational expansion of metaphor re-
sources have become feasible through recent ad-
vances in automatic semantic annotation. Asada
et al. (2024) created comprehensive WLSP seman-
tic annotations for the entire BCCW]J, achieving
88.05% accuracy through BERT-based all-words
word sense disambiguation. This high-quality se-
mantic annotation infrastructure enables prototypi-
cal sense-based metaphor detection approaches to
be applied across previously unexplored text types
and genres.

Building upon this semantic annotation infras-
tructure, recent transformer-based approaches have
demonstrated promising capabilities for identifying
metaphorical expressions in Japanese text. How-
ever, the application of these models to create
large-scale metaphor corpora that extend beyond
the limited scope of manually annotated resources
remains underexplored. While previous work fo-
cused on model development and evaluation against
manually annotated data, the potential for apply-
ing trained models to construct comprehensive
metaphor corpora across diverse text types has not
been systematically investigated.

This paper addresses this gap by systematically
applying our trained metaphor detection model
to the entire BCCWIs, creating a large-scale
metaphor resource that encompasses both the ex-
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isting BCCWIJ-Metaphor subset and the broader
portions of BCCWJ beyond this core dataset (here-
after referred to as BCCWJ-noncore). To validate
the quality of our automated annotations, we con-
duct comprehensive evaluation on the BCCW]J-
Metaphor corpus, revealing that 60.3% of newly
predicted metaphor-related words represent authen-
tic metaphorical usage, demonstrating the reliability
of our approach for large-scale corpus construction.

We make several contributions: First, we present
the first large-scale automated construction of a
Japanese metaphor corpus, extending metaphor an-
notation beyond the limited scope of manually an-
notated resources. Second, we demonstrate the re-
liability of automated metaphor detection through
systematic validation on BCCWJ-Metaphor. Third,
we provide a comprehensive analysis across four
metaphor types and diverse text genres, revealing
systematic patterns in automated detection capabil-
ities across different linguistic contexts.

2 Related Work

2.1 Semi-Automatic Corpus Construction

Semi-automatic corpus construction has emerged
as an effective approach for creating large-scale an-
notated linguistic resources. Komiya et al. (2018)
demonstrated that for Named Entity Recognition
corpora, semi-automatic annotation—where auto-
matic tagging is followed by manual correction—
proves more efficient than manual annotation which
is conducted from scratch. Their comparative study
showed that this approach not only reduces annota-
tion time but also maintains high annotation quality
across different annotation methods.

Similar approaches have been successfully ap-
plied to semantic annotation tasks. Scarlini et al.
(2020) automatically assigned word sense infor-
mation to corpora in five languages (English,
French, Italian, German, and Spanish), demonstrat-
ing that automatically annotated semantic informa-
tion proves useful for training machine learning
models. For Chinese, Zan et al. (2018) annotated a
1.87 million-word corpus using automatic annota-
tion methods for new domain corpora.

This methodology is particularly valuable for
complex linguistic phenomena requiring expert
judgment, such as metaphor detection, where man-
ual annotation challenges limit comprehensive cov-
erage.

2.2 Metaphor Corpora and Annotation

Research on metaphor annotation and detection has
advanced significantly across multiple languages.
In English, MIPVU (Steen et al., 2010; Krenn-
mayr and Steen, 2017) is a widely used annotation
method, which is an extendion of the Metaphor
Identification Procedure (MIP) (Pragglejaz, 2007).
Several other annotation proecdures have been pro-
posed, including the Deliberate Metaphor Identifi-
cation Procedure (DMIP) (Reijnierse et al., 2018),
which is designed to detect potentially deliber-
ate metaphors, and the Procedure for Identify-
ing Metaphorical Scenes (PIMS) (Johansson Falck
and Okonski, 2022), which is aimed at capturing
metaphorical scenes at the sentence or phrase level.

Similar efforts have been conducted in vari-
ous other languages, including French (Reijnierse,
2010), German (Herrmann et al., 2019), Dutch
(Pasma, 2019), Russian (Badryzlova et al., 2013),
Spanish (Sanchez-Bayona and Agerri, 2022), Mex-
ican Spanish (Sanchez-Montero et al., 2024, 2025),
and Polish (Hajnicz, 2022). Each has resulted in
language-specific metaphor annotation corpora and
analyses.

3 Data

3.1 Balanced Corpus of Contemporary
Written Japanese (BCCW])

The Balanced Corpus of Contemporary Written
Japanese (BCCWJ) (Maekawa et al., 2014) serves
as the foundation for our corpus construction. BC-
CWI contains 104.3 million words across diverse
genres, providing comprehensive coverage of con-
temporary Japanese written language. The corpus
includes production-reality samples corresponding
to books (PB), magazines (PM), and newspapers
(PN), circulation-reality samples corresponding to
books (LB), and special-purpose samples including
white papers (OW), textbooks (OT), public relations
papers (OP), bestsellers (OB), Yahoo! Chiebukuro
(OC), Yahoo! blogs (OY), verse (OV), legal docu-
ments (OL), and Diet proceedings (OM).

BCCWIJ employs systematic sampling methods
for each genre and provides morphological analysis
with short-unit word segmentation. The core por-
tion of BCCW/J, approximately 1.2 million words
from PB, PM, PN, OW, OC, and OY samples, in-
cludes manually validated morphological informa-
tion. This diverse and balanced structure makes
BCCW!] an ideal foundation for large-scale corpus
annotation projects.
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3.2 BCCWJ Automatic Semantic Annotation
with WLSP

The Word List by Semantic Principles (WLSP) (for
Japanese Language and Linguistics, 2004) is a com-
prehensive Japanese semantic classification system
containing 101,170 entries organized into hierarchi-
cal categories. The semantic categories are struc-
tured as five-digit numbers, where the left digit rep-
resents classes (1. entity, 2. function, 3. relation, 4.
other) and the first right digit represents divisions
(.1 relation, .2 subject, .3 activity, .4 product, .5
nature).

A critical development enabling large-scale
metaphor corpus construction was the automatic se-
mantic annotation of BCCW]J (denoted as BCCW]J-
WLSP-auto) by Asada et al. (2024). This work
applied BERT-based word sense disambiguation
to assign WLSP (Kato et al., 2018) concept IDs to
content words throughout the entire BCCW1.

The automatic annotation achieved 88.05% ac-
curacy through 5-fold cross-validation on manually
annotated BCCWJ-WLSP data, demonstrating re-
liable performance across multiple text registers,
including books, magazines, newspapers, legal doc-
uments, blogs, and other genres. This high-quality
semantic annotation infrastructure provides the es-
sential foundation for prototypical, sense-based ap-
proaches to metaphor detection, enabling the sys-
tematic retrieval of usage examples that represent
prototypical word meanings according to WLSP
classifications.

3.3 BCCWJ-Metaphor Corpus

The BCCWIJ-Metaphor corpus (Kato et al., 2022,
2025) represents the first comprehensive Japanese
metaphor dataset, providing systematic annotation
of figurative expressions within BCCWJ samples
that have been assigned WLSP concept IDs. The
corpus encompasses newspaper (PN), magazine
(PM), and book (PB) samples totaling 347,094
words.

The annotation guidelines combine the Metaphor
Identification Procedure (MIP; Pragglejaz, 2007)
with Japanese-specific linguistic concepts, partic-
ularly Nakamura’s syntactic construction theory
(Nakamura, 1977). The Japanese concept of syn-
tactic construction is somewhat similar to the
English concept of a “frame”, but is distinct in
that, while frames in English are typically verb-
centered, Japanese syntactic constructions often
involve verb—noun or noun—noun pairs. This the-

ory categorizes metaphor recognition into three
types: A-type (indicator-based recognition), B-type
(construction-based recognition through deviations
from conventional usage), and C-type (context-
based recognition). The corpus includes four main
categories of figurative expressions:

» Word-level metaphors (& & LLI): Repre-
senting the majority of metaphorical expres-
sions, where unnatural constructions between
words create metaphorical meanings through
similarity-based transfers. For example, /[»
% B < (to open one’s heart) uses the con-
crete action of opening to describe the abstract
concept of becoming emotionally receptive.
These correspond to Type B recognition in
Nakamura’s framework, where metaphors are
identified through unconventional word con-
structions that deviate from typical selectional
restrictions.

» Metonymy (#2/): Involves contiguous re-
lationships where one entity is referred to by
mentioning another closely associated entity.
For example, using “the crown” to refer to the
monarchy.

* Synecdoche ($2%): Representing part-whole
relationships where a part stands for the whole
or vise versa. For example, 5 ¥ TiE 5 (to
speak with words), where = % (words), as a
component of language, represents the entire
linguistic expression system.

« Discourse-level metaphors (SR LLIR): Ex-
pressions whose figurativeness is determined
through broader contextual understanding
rather than through individual word meanings.
These correspond to Type C recognition as
described by Nakamura’s framework, where
incongruity with the surrounding context sig-
nals metaphorical meaning. For example, in a
sentence about “climbing a hill” in a business
context, the metaphorical nature becomes ap-
parent only through understanding the broader
discourse context.

The corpus follows BIO tagging conventions,
where B-tags mark the beginning of figurative ex-
pressions, I-tags mark continuations, and O-tags
mark non-figurative words. This annotation ap-
proach captures not only individual metaphorical
words but also relevant contextual information that
contributes to metaphorical interpretation. The
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BCCW]J-Metaphor corpus is planned to be pub-
licly released to support future research in Japanese
metaphor detection and analysis.

4 Methodology

4.1 Corpus Construction Pipeline

Our approach constructs a large-scale Japanese
metaphor corpus through systematic automated an-
notation of the entire BCCWJ'. The pipeline con-
sists of three main stages.

Target Corpus Preparation We target two com-
plementary datasets within the BCCWJ framework:

* BCCWJ-Metaphor (347,094 words): The
manually annotated subset covering newspa-
per (PN), magazine (PM), and book (PB) sam-
ples. This serves primarily for quality valida-
tion and model reliability assessment.

* BCCWJ-WLSP-auto (approximately 100
million words): The broader BCCW] with au-
tomatic WLSP semantic annotations (Asada
et al., 2024), including legal documents (OL),
textbooks (OT), blogs (OY), white papers
(OW), and other genres. This constitutes the
main target for large-scale corpus construc-
tion.

Target Word Selection and Preprocessing We
focus on content words that are suitable for
metaphor detection. Content words (nouns, verbs,
adjectives, adverbs) are selected because they carry
semantic content that can be compared between
contextual and prototypical usage according to MIP
principles. Function words, pronouns, numerals,
and symbols are excluded because they primarily
serve grammatical or referential functions rather
than conveying metaphorical meanings through se-
mantic transfer 2. This categorization ensures our
metaphor detection focuses on linguistically mean-
ingful metaphorical usage while maintaining com-
putational efficiency. Then we extract sentence-
level contexts for each target word, ensuring suffi-
cient contextual information for accurate metaphor
detection while maintaining consistency with BC-
CW!/J sentence boundaries.

'"BCCWI-Metaphor will be made available in the future
on the BCCWI subscribers’ website.

2See Appendix A for detailed part-of-speech categories
included and excluded in our analysis.

Model Selection and Application For large-
scale corpus construction, we selected the Fold 4
model from our 5-fold cross-validation experiments,
which achieved the highest F1-score of 75.65%,
to predict metaphorical expressions across the
BCCW!I-noncore data. For the BCCWJ-Metaphor
portion, we utilized the existing test set results from
the original 5-fold cross-validation experiments,
where each instance was predicted by the model
that did not see it during training, ensuring unbi-
ased evaluation.

Automated Metaphor Prediction Apply our
trained WLSP-based model to systematically pre-
dict metaphorical expressions across all selected
content words. For each word, the model performs
a sequential process: it begins by retrieving proto-
typical usage examples based on the word’s WLSP
concept ID and incorporates explicit WLSP seman-
tic classification features to enrich the input. Based
on the comparison between the contextual and pro-
totypical usage, the model then generates a binary
prediction (1 for metaphor, O for non-metaphor)
for the word, allowing us to automatically label
metaphorical words throughout the entire BCCW].

4.2 WLSP-Enhanced Metaphor Detection
Model

To implement the corpus construction pipeline de-
scribed in Section 4.1, our approach builds upon
a WLSP-enhanced metaphor detection model that
adapts transformer-based architectures for Japanese
metaphor detection.

The core methodology follows these principles:
First, for each target word in context, the model
retrieves prototypical usage examples based on the
word’s WLSP concept ID, ensuring systematic de-
termination of prototypical senses according to
established semantic classifications. Second, the
model incorporates explicit semantic features from
WLSP hierarchical categories to enrich contextual
representations. Third, through transformer-based
comparison mechanisms, the model evaluates the
semantic distance between contextual usage and
prototypical examples to generate metaphor predic-
tions.

This approach addresses key limitations in pre-
vious metaphor detection methods by providing
theoretically principled prototypical sense deter-
mination rather than relying on arbitrary non-
metaphorical examples or dictionary definitions.

Our model processes metaphor detection through
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three main stages as detailed below.

Prototypical Sense Determination A fundamen-
tal challenge in applying MIP to computational
metaphor detection lies in systematically determin-
ing what constitutes the prototypical sense of pol-
ysemous words. Unlike previous approaches that
rely on frequency statistics or arbitrary selection,
we leverage the manually curated prototypical sense
annotations in WLSP.

Given a target word w with lemma [ appearing
in context with concept ID ccoptext, We determine
its prototypical sense through a confidence-based
selection process. We first define the set of highest-
scoring concept IDs:

Ciop = arg max confidence(/, c) (1)
ceC

where (] represents all possible concept IDs asso-
ciated with lemma [ in WLSP.

The confidence function reflects the manual an-
notation scheme used by linguistic experts, with
scores ranging from -1 (not prototypical sense) to 4
(confirmed prototypical sense): 4 for confirmed pro-
totypical sense, 3 for high confidence, 2 for medium
confidence, 1 for uncertain, O for no annotation, and
-1 for not prototypical sense.

To select cproto from Cop: if ceontext € Crop, We
select it; otherwise, we randomly select one from
Ciop- If no candidate is found in WLSP, we use

Cproto = Ccontext-

Prototypical Usage Example Retrieval Using
Cproto» We retrieve corresponding prototypical usage
examples from BCCWJ-WLSP-auto by finding all
instances where the lemma matches [ and the con-
cept ID matches cproro. We denote the selected pro-
totypical usage example as uproro, Which is chosen
as follows: if multiple examples exist, we randomly
select one; otherwise, we use the lemma [ itself.

Japanese Metaphor Detection Model Given a
target sentence S = {wy, ..., wy} containing the
target word wy, we first enrich it with semantic
classification information derived from the WLSP
database by its concept ID Ccontext- This forms an
extended sequence:

S/:(wla'"awna[SEP]afla""fk) (2)
where { f;} are features representing semantic clas-
sification information from WLSP. If the infor-
mation cannot be found, [MASK] is used as f;.

These features consist of WLSP’s semantic clas-
sification information including %8 (classes), &
(divisions), FFIEH H (sections), and 77 %HIH H (sub-
categories).

We employ a multi-level Token Type IDs system
to distinguish different types of information in the
extended sequence. Each token is assigned a role:
Target Word, Local Context (words within punctua-
tion boundaries around the target word), Semantic
Features (semantic classification information from
WLSP), and Background (all other tokens). This
role-based encoding scheme enables BERT to pro-
cess different types of linguistic information with
specialized attention patterns.

After encoding both the target sentence S’ and
prototypical example P = uproro containing the
same lemma [ using Japanese BERT:

-, VS'n = BERT(S,) (3)
.,Vpm = BERT(P) 4)

VL

Vp,l, ..

where v/, € R and vp, € R"*! are the con-
textualized embedding vectors for the target word
at positions ¢ and t’ respectively, and h is the di-
mension of BERT’s hidden state.

We then compute a vector hyp € R that cap-
tures the semantic relationship between contextual
and prototypical senses:

hvip = f([Vs 45 vee]) ©)

where f(-) is a linear transformation that learns the
semantic difference between the contextual usage
vgs ¢ and the prototypical sense vp/.

The model is trained using cross-entropy loss:

N
£= = Dl log(pi) (1) log(1-p1)] (6

This model achieved an Fl-score of 75.1 on
BCCWIJ-Metaphor through 5-fold cross-validation,
providing the foundation for large-scale automated
corpus construction.

5 Evaluation

To assess the quality of our automatically generated
metaphor corpus, we conducted a manual validation
of the novel annotations produced by our model
to demonstrate its ability to augment and enrich
existing resources.
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5.1 Validation of Novel Metaphor Annotations

While the BCCWIJ-Metaphor provides a crucial
benchmark, manual annotation processes, despite
their high quality, may have occasional oversights
due to the complexity and time-intensive nature of
comprehensive metaphor identification. A key part
of our contribution, therefore, is to demonstrate our
model’s ability to identify and fill these gaps.

We applied our trained model to the entire BC-
CW] to generate comprehensive metaphor predic-
tions. To validate the quality of our automated anno-
tations, we focused on the BCCWJ-Metaphor por-
tion and identified instances that were originally not
labeled as metaphorical but were newly predicted
as metaphors by our model. From these newly pre-
dicted instances, we randomly sampled 500 cases
for manual validation by an expert linguist special-
izing in Japanese metaphor research.

The results of this validation demonstrate the
effectiveness of our approach for corpus aug-
mentation. The analysis revealed that 60.3% of
the newly identified instances were judged to be
genuine metaphorical expressions that had been
missed in the original manual annotation. Among
these 302 validated genuine metaphors, the dis-
tribution across metaphor types was as follows:
word-level metaphors accounted for 59.2% (179
instances), metonymy for 11.3% (34 instances),
synecdoche for 15.3% (46 instances), and discourse-
level metaphors for 0.6% (2 instances). The remain-
ing 13.6% (41 instances) were classified into other
categories or required further analysis.

It proves that our automated method is not merely
replicating human work, but is acting as a powerful
tool to enhance it by discovering valid omissions.
This validates the quality of our new, larger corpus
as a more complete resource for metaphor research.

6 Error Analysis

Our evaluation quantitatively demonstrated the
model’s overall effectiveness. A deeper analysis
of its performance, however, reveals important pat-
terns in its errors. The following discussion ex-
plores the linguistic reasons behind these chal-
lenges, drawing on specific examples from our anal-
ysis.

6.1 Word-level Metaphor Detection
Challenges

Among the compound metaphors annotated in
BCCWJ-Metaphor, 21.23% were found to be in-

correct. A notable tendency was that the system
failed to detect compound metaphors when the dic-
tionary definition of a word included senses explic-
itly labeled as “figurative” or “by extension.” Such
cases are so highly conventionalized that human an-
notators can readily recognize them as metaphors;
however, the system often misclassified them. For
example, the system judged the expression “FEAE”
(“birth™) in “HEWE IR T2 1 fic D TIEZ A
ZRROR) BAIFEREDREN S & 7% o7
(“The nonpartisan organization ‘Prefectural Citi-
zens’ Association to Create 21st Century Chiba’
became the driving force behind the governor’s
birth”) as non-metaphorical. In the construction
“HIZE DFLA" (“the governor’s birth”), the literal
meaning of “FEAE” refers to human birth. How-
ever, in this context, it is used in the figurative sense
of “the emergence or establishment of something”
(Shogakukan Inc., 2000-2002). Consequently, the
annotator labeled it as a metaphor, but the system
failed to do so.

6.2 Metonymy Detection Challenges

Among the metonymies annotated in BCCWJ-
Metaphor, 23.30% were incorrect. A frequent error
occurred when the system targeted content words
within company names. Metonymic expressions
tend to be identified in constructions involving se-
lectional restriction violations, such as “a company
sells”. Since company names are often used in
metonymic contexts, this is a reasonable target;
however, in this study, parts of proper nouns were
sometimes misidentified.

Errors also occurred when interpretation re-
quired sentence-level understanding rather than
solely relying on lexical meaning or construction
patterns. For example, in [ZRA8 IO 23FE - T
Db, ROtk Z il BR
PICEEL TEDOHT ZIBED TN T i
B o 7213 T (“[It must have been Akamatsu
Enshin’s wish as well] to govern the local region
peacefully and stably without becoming a sacrifice
to the center [central government,]”) the construc-
tion “FHUL DR (“a sacrifice to the center”) can
be judged metaphorical. Nevertheless, the system
labeled it as non-metaphorical. In this case, recog-
nizing the metonymy requires understanding that
»HILL” (“the center”) corresponds to “HlI75” (“the
local region”) in the sentence, a relationship that
cannot be easily detected from the lexical meaning
or construction alone.
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6.3 Synecdoche Detection Challenges

Synecdoche exhibited the highest error rate among
metaphor categories in BCCWJ-Metaphor, with
39.50% incorrect. This category often requires in-
terpretation based on context or background knowl-
edge, making it difficult to identify based solely on
lexical meaning or deviations from conventional
constructions. One contributing factor is the preva-
lence of euphemistic and exemplary expressions.

For example, in “ KA DEDHIZIX, KIZH
CENANANDE £ 5 XADH 57" (“In Yam-
ato Province, there were many villages not blessed
with water”), the system failed to identify “& <
L (“bless™) as synecdoche. The basic sense of
“¥ < is “to feel affection for,” with extended
meanings such as “to show compassion” and “to
give alms” (Shogakukan Inc., 2000-2002). In the
idiomatic expression “7KIZ8 < 415 (“to be
blessed with water”), the phrase euphemistically
refers to the availability of water, which can be in-
terpreted as a type—category relationship, hence
synecdoche.? However, the system failed to detect
this. Such euphemistic expressions are highly con-
ventionalized, making them difficult to classify as
selectional restriction violations at the word or con-
struction level, even though they are easily recog-
nized as figurative by humans. Nevertheless, in the
present method, certain euphemistic expressions
were successfully detected—for example, *{t %
%3 (“to leave the world,” a euphemism for “to
die”) in “[F#E2 D3] Z D% 2K o 72 IRFIZ” (“when
[someone] passes away”). Like “7KIZ8 < Fh
%7, this is idiomatic, but its appearance in a hypo-
thetical context may have influenced the system’s
judgment.

Expressions closer to prototypical exemplifica-
tion also proved challenging when they required
contextual or background knowledge. For instance,
in “FEDIKKD a2 —FT[ZES5” (“Even
my boyfriend, who cannot drink alcohol, joins in
with cola”), “3 — 77 (“cola”) refers to a category
of soft drinks. In this context, given “ N7 (“un-
able to drink alcohol”) and a drinking-party sce-
nario, “cola” functions as a prototypical example
of a non-alcoholic beverage used to participate in
the event. However, the system judged it as non-
metaphorical.

Interestingly, there were also cases where the

InJ apan, with its animistic cultural background, there isn’t
a single fixed deity that performs blessings. As a result, the
idea of “blessed with water” is understood as a metaphorical
expression.

system successfully detected expressions that hu-
mans might not easily recognize as figurative. For
example, in “TLHPIZ)E Z 3 (“open a shop in
Kyoto”), “Hi 3™ (“to put out™) is interpreted in an
extended sense beyond its basic meaning, constitut-
ing synecdoche. Although humans may perceive
this as a natural semantic extension, the system cor-
rectly identified it.

6.4 Discourse-level Metaphor Detection
Challenges

Among the metaphor categories in BCCW]J-
Metaphor, contextual metaphors had the second-
highest error rate at 30.20%. The present approach
is generally ill-suited to detecting such cases. When
an expression is not metaphorical at the sentence
level, metaphor recognition cannot be achieved
through lexical meaning alone. However, the sys-
tem did correctly identify certain examples. For
instance:

« “[REE. S E DREEHEV AT EZTRL
T [BID A 2EOHEBERIFD T E2H
Z %7 (“|The boatman, that is, the manager]
devises traps and teaches [the fisherman, that
is, the employee,] how to fish”) occurs in a
business-strategy context, interpreted as a fig-
urative expression that, at the sentence level,
deviates from the context.

CHEZFEVWTHINEZEANAZEPT
(“Even if you sow seeds, don’t rush the har-
vest”) is used in the context of business know-
how, also interpreted as a figurative expres-
sion.

c“HMHEMEIZE DT ITR - 727 (“My
eyes were nailed to the screen”) appears in a
surveillance-camera playback context, making
it a well-established metaphor.

Y& A F) BREALTWV SR
I BURIZ TEFHEOR]) 25 2 eh
TERDPoELDIBBDTT” (“Itis as if,
when the “Yamata no Orochi,” a famous giant
eight-headed serpent in Japanese mythology,
was rampaging, the government could not use
the ‘Kusanagi sword,” a legendary Japanese
sword”) occurs in the context of the govern-
ment’s response to a financial crisis. The quo-
tation marks and the inherently metaphorical
construction “government uses the ‘Kusanagi
sword”” likely contributed to the system’s de-
tection.
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These examples suggest that when unnatural con-
structions or typographical indicators (e.g., quota-
tion marks) are present, metaphor detection may
be aided by features beyond long-range discourse
context.

In summary, the system’s correct and incorrect
judgments did not necessarily align with the ease
of human annotation. While there are cases where
the system failed on expressions that humans find
easy to classify, it could also capture instances that
humans may overlook. This suggests that such a
system has strong potential as a supplementary tool
for human metaphor annotation.

7 Conclusion

This paper presents the first large-scale automated
construction of a Japanese metaphor corpus, extend-
ing metaphor annotation across the entire BCCWJ
through systematic application of WLSP-based de-
tection models. Our approach successfully creates
the largest Japanese metaphor resource to date, en-
compassing diverse text types beyond the scope of
manual annotation.

The validation study provides compelling evi-
dence for the effectiveness of automated corpus con-
struction. With 60.3% of newly predicted instances
representing genuine metaphorical expressions, our
method demonstrates the ability to identify valid
metaphors missed in manual annotation, enhancing
rather than merely replicating existing resources.

Our analysis reveals systematic patterns in detec-
tion capabilities across metaphor types, with partic-
ular challenges in synecdoche and discourse-level
metaphors due to conventionalization and contex-
tual dependencies. These findings provide valuable
insights for future model development and highlight
the complexity of automated metaphor detection in
Japanese.

The resulting corpus enables large-scale studies
of metaphor usage patterns across diverse genres
and provides essential training data for advancing
computational metaphor research.

Future work should focus on improving the de-
tection of highly conventionalized expressions and
incorporating broader contextual information to bet-
ter handle discourse-level metaphors.
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Table 1: Part-of-Speech Categories for Metaphor Detec-

tion

Japanese

English

Selected Categories (Content Words)

-

- BB

4 e - — A

il W24 - 25 AT
il W24 - T T
il W 2% - B AT
Sl 2% - ]
- 4 g-— A

RR

- [ 44 - A -— i

- [ 4 - - [

l-[E A $d- N -—fik
ail-—fi%

JEAR-JE AL AT AE
fill

ARG -—fii
A

(AEZEL

Noun-Numeral
Noun-Auxiliary Verb Stem
Noun-Common-General
Noun-Common-Verbal
Noun-Common-Adjectival
Noun-Common-Adverbial
Noun-Common-Counter
Noun-Proper-General
Noun-Proper-Place-General
Noun-Proper-Place-Country
Noun-Proper-Person-General
Verb-General

Verb-Bound
Adjective-General
Adjective-Bound

Adverb

Adjectival Noun-General
Attributive

Pronoun

Excluded Categories (Function Words)

el By
BBy
Byae- it Bl
Byl By

Byl By

BhEhg
fHBIRC 5 -Fi
fHBIRC 5 - A5

i EER eI
fHBhRC & -5
TRUARE

Hetoinl
- Famr Y -—fik
B EE- % an -Bh R
BRER-RER
AL

BN -—fiK

=

Particle-Case
Particle-Binding
Particle-Conjunctive
Particle-Adverbial
Particle-Final

Auxiliary Verb
Symbol-Comma
Symbol-Period
Symbol-Bracket Close
Symbol-Bracket Open
Prefix

Conjunction
Suffix-Nominal-General
Suffix-Nominal-Counter
Suffix-Adjectival Noun
Symbol-Character
Interjection-General
Whitespace
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