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Abstract

Sentiment analysis is a pivotal task in the do-
main of natural language processing. It encom-
passes both text-level sentiment polarity clas-
sification and word-level Part of Speech(POS)
sentiment polarity determination. Such analy-
sis challenges models to understand text holis-
tically while also extracting nuanced informa-
tion. With the rise of Large Language Mod-
els(LLMs), new avenues for sentiment analy-
sis have opened. This paper proposes enhanc-
ing performance by leveraging the Mutual Re-
inforcement Effect(MRE) between individual
words and the overall text. It delves into how
word polarity influences the overarching sen-
timent of a passage. To support our research,
we annotated four novel Sentiment Text Clas-
sification and Part of Speech(SCPOS) datasets,
building upon existing sentiment classification
datasets. Furthermore, we developed a Uni-
versal Sentiment Analysis(USA) model, with a
7-billion parameter size. Experimental results
revealed that our model surpassed the perfor-
mance of gpt-3.5-turbo across all four datasets,
underscoring the significance of MRE in senti-
ment analysis.

1 Introduction

In sentiment analysis, many datasets and models
predominantly focus on polarity classification of
an entire text. Alternatively, they extract specific
words from the text for sentiment polarity cate-
gorization. However, these methods often over-
look the reciprocal relationship between individual
words and the overall sentiment of the text. In
other words, while specific words can influence the
sentiment classification of an entire text, the over-
all sentiment can, conversely, shape the sentiment
polarity of individual words within the text.

The concept of Mutual Reinforcement Ef-
fect(MRE) was initially introduced in the realms of
sentence categorization and Named Entity Recogni-
tion(NER) tasks(Gan et al., 2023). Here, it was em-

It's a funny movie, and the main character's acting is real.

Mutual Reinforcement Effect

It's a funny movie, and the main character's acting is real.

Positive

Positive Positive

Sentiment Text Classification Label

Sentiment Part of Speech Label

Figure 1: Example of Mutual Reinforcement Effect in
Sentiment Text Classification task and Part of Speech
task.

ployed to simultaneously enhance the accuracy of
both classifications by amalgamating the sentence
classification and NER tasks. Drawing inspiration
from this, our study aims to investigate the possible
presence of MRE between the sentiment polarity
categorization of texts and individual words.

As illustrated in Figure 1, the upper section rep-
resents the sentiment polarity categorization of the
entire text, while the subsequent section delves into
the sentiment polarity extraction and labeling of ad-
jectives within the text. The examples in the figure
demonstrate that if a text is classified as positive,
then certain adjectives within the text are likely
to lean towards a positive sentiment. Conversely,
when a text contains a plethora of adjectives or
nouns with positive polarity, the overarching sen-
timent of the text likely leans towards the positive.
Recognizing this interplay provides an opportunity
to merge these two tasks, enhancing the model’s
granular understanding of the text and thus im-
proving the performance of both tasks simultane-
ously. This synergistic approach underpins our
proposed Sentiment Text Classification and Part of
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Speech(SCPOS) dataset.
Moreover, there is a notable scarcity of datasets

pertinent to sentiment analysis in the Japanese lan-
guage. Currently, the MARC-ja dataset, part of the
Japanese General Language Understanding Eval-
uation(JGLUE)(Kurihara et al., 2022), stands as
the sole resource available for Japanese text sen-
timent classification. It is a binary classification
dataset derived from user reviews on shopping web-
sites. Remarkably, there is no dataset that offers
sentiment polarity categorization at the word level
for Japanese. The japanese itself presents unique
characteristics distinct from other global languages.
Not only is the Japanese script a combination of
kanji, hiragana, and katakana, but its linguistic
features—such as word transformations, sentence
structures, and the nuanced use of honorifics—also
set it apart. Given these intricacies, there’s a com-
pelling need to develop a dedicated dataset for
Japanese sentiment analysis. This endeavor, there-
fore, addresses the existing deficiency in word-level
sentiment polarity datasets for Japanese and also
pioneers a fresh research trajectory in the SCPOS
mixture task.

Otherwise, the advent of Large Language Mod-
els(LLMs) has heralded new avenues in sentiment
analysis. When GPT-3(Brown et al., 2020) was
launched, it exhibited a remarkable zero-shot ca-
pability alongside an innate ability to predict sub-
sequent sentences based on provided input sam-
ples. This feature is often referred to as "In-context
learning". Such a capability is particularly advanta-
geous for languages like Japanese that have limited
datasets. Remarkably, this method allows for the
benefits of fine-tuning on expansive datasets to be
achieved with minimal manually labeled data. Fur-
thermore, the introduction of ChatGPT(Ouyang
et al., 2022) showcased its robust generalization
capabilities. LLMs possess extensive generalized
knowledge and a depth of text comprehension that
is challenging for smaller models to attain. This
raises the intriguing question: Can the unique at-
tributes of LLMs be leveraged to cultivate a gener-
alized sentiment analysis model capable of han-
dling both text sentiment analysis and Part-of-
Speech(POS) sentiment polarity classification? En-
hancements in word-level sentiment categorization
and text-level sentiment classification could pro-
vide LLMs with heightened granularity and ac-
curacy in discerning textual sentiments, thereby
boosting their overall performance.

The remainder of this paper delineates the re-

lated work(§2), introduces the construction of the
SCPOS dataset(§3), explains the training of the
USA model(§4), presents an evaluation of both
the baseline and USA models on the SCPOS
dataset(§5), and analysis of MRE(§B).

2 Related Work

2.1 Initial studies in sentiment analysis

Sentiment classification emerged as a specialized
subset of text classification tasks(Pang et al., 2002),
with the primary objective of discerning the overall
sentiment of a text as either negative or positive.
In above study, employed machine learning meth-
ods such as naïve bayes, maximum entropy, and
Support Vector Machines(SVM) to categorize the
sentiment of texts. Notably, the research first time
introduced movie reviews as a dataset for senti-
ment classification. Over the following decade,
a plethora of datasets were developed for senti-
ment classification(Medhat et al., 2014). These
encompassed a range of sources including News
Articles(Bai, 2011), Hotel Reviews(Wu and Tan,
2011), Restaurant Reviews(Robaldo and Di Caro,
2013), Tweets(Go et al., 2009)(Agarwal et al.,
2011), Blogs(Yu et al., 2013), and more. As a
result of these expanded datasets, sentiment clas-
sification algorithms have undergone significant
evolution. They progressed from initial rule-based
systems to statistical models, and further to Hidden
Markov Models(HMM) and Conditional Random
Fields(CRF). Such advancements have robustly
shaped the foundation for future sentiment anal-
ysis endeavors.

2.2 Deep Learning for Sentiment Analysis

Over the past decade, there has been a significant
surge in the use of neural networks in AI. This
has ushered sentiment categorization into the realm
of deep learning(Zhang et al., 2018). Initially, re-
searchers employed word embeddings and rudi-
mentary neural network models for sentiment anal-
ysis. Subsequently, the advent of transformer mod-
els(Vaswani et al., 2017) marked the transition into
the era of Pre-trained Language Models(PLMs),
with BERT(Devlin et al., 2018) and T5(Raffel et al.,
2020) models enhancing the accuracy of text senti-
ment categorization considerably. Presently, we are
in the era of Large Language Models(LLMs) with
the introduction of models like GPT-3(Brown et al.,
2020), ChatGPT(Ouyang et al., 2022), and GPT-
4(OpenAI, 2023), which claim to address a myriad
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SRW NVA N VA
Label positive, Xnegative, neutral, positive, neutral, positive, neutral, positive, negative

Xpositive, negative negative negative
Count 5 3 3 2
Total 2000 187528 187528 187528

Table 1: Statistical data of SCPOS. NVA dataset represents a dataset consisting of nouns, verbs and adjectives. N
then represents consisting of nouns only. VA represents consisting of verbs and adjectives.

of NLP challenges. However, when it comes to sen-
timent categorization accuracy, these LLMs often
lag behind fine-tuned smaller models. We aspire
for LLMs to leverage their extensive pre-training
knowledge and comprehension when training a uni-
versal sentiment analysis model. This is crucial in
ensuring high sentiment classification accuracy, es-
pecially in 0/1-shot scenarios.

(Li et al., 2023) introduced UniSA, a unified
generative framework to integrate sentiment anal-
ysis subtasks, addressing challenges like modality
alignment, varied input/output formats, and dataset
bias. They also curated SAEval, a benchmark that
consolidates various sentiment subtask datasets.
Their results highlighted UniSA’s competitive per-
formance across all subtasks in sentiment analysis.
In contrast to previous research, this study empha-
sizes the relationship between individual words
and the overall text. Specifically, it trains LLMs
for sentiment analysis using a multi-task approach,
distinguishing it from earlier studies.

2.3 Resource of Japanese Sentiment Analysis
The field of sentiment analysis in Japanese cur-
rently faces a significant dearth of resources. Ex-
isting datasets, such as one that categorizes shop-
ping site reviews, offer only binary classifica-
tions(Kurihara et al., 2022). Remarkably, there
is no specialized dataset available specifically
for word-level sentiment polarity classification in
Japanese. However, two sentiment polarity dic-
tionaries do exist, focusing on common Japanese
nouns and verb & adjectives(Kobayashi et al.,
2005)(Higashiyama et al., 2008). Despite these dic-
tionaries, word-level polarity classifications have
not been applied to broader textual contexts. Thus,
there is an evident and pressing need for a com-
prehensive dataset tailored for sentiment analy-
sis in this language. Moreover, the endeavor to
train generalized LLMs specifically for sentiment
analysis remains uncharted territory. Previous ef-
forts have largely centered around training univer-
sal Named Entity Recognition(NER) LLMs using

open-domain NER datasets(Zhou et al., 2023b).
The outcomes of such 0-shot have proven to be
commendable.

3 Sentiment Text Classification and Part
of Speech Dataset

In this chapter, we present the methodology em-
ployed in the creation of the SCPOS dataset. This
elucidation facilitates a clearer comprehension
when one proceeds to the training of the USA
model. This chapter is organized into two sub-
sections: the first addresses manual construction of
the SCPOS datasets, while the second discusses its
rule-based construction. All four SCPOS datasets
are annotated based on the MARC-ja dataset from
JGLUE. Table 1 provides statistical data regarding
the SCPOS dataset, and Figure 2 offers a visual rep-
resentation of its composition and labeling process,
encompassing both test set and train corpus.

3.1 SCPOS dataset of Manually Annotated
and LLM generated

In this section, we delineate the process of con-
structing the Sentiment Related Word (SRW)
dataset and outline the method for utilizing man-
ually annotated data to train the LLM, enabling
it to autonomously annotate the dataset. Within
the manually annotated dataset, emphasis is placed
on words that significantly influence the overarch-
ing sentiment polarity of the text. Consequently,
individual words are not labeled for their specific
sentiment polarity. This approach was adopted
as adjectives play a predominant role in determin-
ing the text’s overall sentiment. As a result, all
adjectives in the SRW dataset were annotated. Fur-
thermore, nouns and verbs associated with either
a negative or positive sentiment were annotated,
while those deemed neutral were excluded from
annotation.

A conventional POS sentiment polarity catego-
rization typically encompasses 2-3 labels, such as
Positive, Neutral, and Negative. To this taxonomy,
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MARC-ja
Dataset

Train set
180000+

Test set
10000+

Sentiment Related Word
1000

N. & Adj. (NA)
180000+

Noun
180000+

Adjective
180000+

Manully Annotated

Rule-base Match

Rule-base Match

Rule-base Match

Sentiment Related Word
1000

Generated by GPT-3.5

N. V. Adj. (NVA)
500

Noun
500

Verb & Adjective
500

Rule-base Match

Rule-base Match

Rule-base Match

Corpus for Fine-
tuning USA Model

Figure 2: Overview of SCPOS dataset construction process. Different colored lines correspond to different methods
of construction. The number below the sub-dataset name is the dataset sample size.

we introduce two additional labels: Xnegative and
Xpositive. As illustrated in Appendix A Figure 5,
the sentiment conveyed by a positive adjective, like
"happy," is inverted when preceded by a negative
word, turning the otherwise positive adjective into
a negative context. Conversely, a negative adjec-
tive, such as "boring," when preceded by a negative
word, can be transformed to convey a positive sen-
timent. Recognizing these nuances is crucial in
accurate sentiment polarity determination. This is
particularly salient in Japanese where the linguistic
structures and words indicating negation are both
diverse and markedly distinct from many other lan-
guages. Such complexities may lead the model to
misinterpret the sentiment polarity of words or en-
tire texts. Consequently, by introducing these two
labels, we aim to enhance the model’s proficiency
in understanding the lexical shifts of adjectives in
the presence of negation, ensuring more accurate
sentiment polarity assessments. It’s also worth not-
ing that, with the addition of negative words or
phrases, multiple word might be required for a sin-
gle label, extending to two words or even a phrase.

Following the aforementioned annotation rules,
we obtained 1,000 samples, constituting a high-
quality, manually annotated dataset. We utilized
this dataset to fine-tune the GPT-3.5 model1. Subse-
quently, the trained GPT-3.5 model was employed
to automatically annotate an additional 1,000 unla-

1https://openai.com/blog/
gpt-3-5-turbo-fine-tuning-and-api-updates

beled data samples.
To fix our results, we selected the GPT-3.5-

Turbo-0613 version for the fine-tuning process.
The fine-tuning incorporated a blend of In-context
Learning (ICL) and Instruction Learning (IL)
methodologies for the input format. For ICL, a
moderately lengthy sample was randomly chosen
as a sequence. For IL, an instructive prompt was
strategically placed between the sample and the
sentence set for categorization. This prompt guides
the model to classify and extract subsequent text
based on the preceding sample. Further details on
ICL and IL will be elaborated upon in the upcom-
ing "USA Model Training" section.

Upon completing this process, the model suc-
cessfully auto-generated 1,000 accurately labeled
datasets. We subsequently conducted a manual
review of these 1,000 samples, rectifying any incor-
rect labels. This streamlined approach significantly
reduced the manual labor and time investment.

3.2 SCPOS dataset of Rule-based Matching

In this section, we outline the method employed
to use a Japanese word polarity dictionary2 for
matching corresponding words within a sentence.
We subsequently constructed three SCPOS datasets,
each containing different parts-of-speech (POS)
classifications.

2https://www.cl.ecei.tohoku.ac.jp/Open_
Resources-Japanese_Sentiment_Polarity_Dictionary.
html
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Input

Output

It's a funny movie, and the main character's acting is real.

<positive>POS:positive;funny:positive;real

Input

Output

Input* Input*<positive><negative> POS:positive;:neutral;:negative;

positive positive:funny positive:real

Format Converter

Figure 3: Example of datasets input and ouput format.

Initially, we utilized two distinct word polarity
dictionaries. The first dictionary comprises 13,264
prevalent Japanese nouns, categorized into three
polarity classes: positive, neutral, and negative. In
contrast, the second dictionary has 5,280 frequently
used Japanese verbs and adjectives, classified into
two polarity groups: positive and negative. Figure
2 illustrates the procedure of using these dictio-
naries for rule-based matching against the train-
ing set of the MARC-ja dataset. It’s worth noting
that if identical words are repeated within the text,
each occurrence is identified and listed sequentially.
Following this process, we derived two SCPOS
datasets labeled according to their respective POS:
Noun (N) and Verb & Adjective (VA). Furthermore,
by amalgamating both dictionaries, we crafted a
comprehensive polarity thesaurus covering three
POS: Noun, Verb, and Adjective. This merged
thesaurus was then matched against the MARC-
ja dataset, resulting in the creation of the SCPOS
dataset encompassing Noun, Verb, and Adjective
(NVA).

Consequently, all the derived datasets not only
retain the original text sentiment classification label
but also incorporate word polarity classifications.

4 Universal Sentiment Analysis Model

In this chapter, we present the Universal Sentiment
Analysis Model (USA). The discussion is orga-
nized into three subsections to elucidate the process
systematically. First, we address the preparation
of the training corpus, followed by the conversion
of input and output formats. We conclude with the
implementation of ICL and IL techniques, which
are essential for training an LLM to achieve robust
performance in sentiment analysis tasks.

4.1 Constrcution of Train Corpus

To fine-tune the LLM, we initially prepared a spe-
cialized corpus. As depicted in Figure 2, the green
block represents the corpus constructed for this
purpose. We extracted three sub-datasets, each con-
taining 500 samples, from the MARC-ja dataset’s
test set. A consistent rule-based method was em-
ployed for both matching and generation. When
combined with the 1,000 samples previously gen-
erated during the fine-tuning of the GPT-3.5 model,
we amassed a composite dataset of 2,500 samples,
encompassing four distinct subtasks.

Our primary objective was to maximize the
model’s learning from the SRW sub-dataset. This
emphasis on the SRW dataset is because it solely
concentrates on words that align with the overall
sentiment polarity of the text, making it an opti-
mal choice for teaching the model about words that
significantly influence the text’s sentiment. Ad-
ditionally, the SRW dataset boasts exceptionally
high labeling quality. Consequently, we doubled
the weight of the SRW sub-dataset in the training
corpus compared to the other datasets.

Previous research on large model fine-tuning
suggests that only a minimal amount of high-
quality data is required to effectively fine-tune an
LLM(Zhou et al., 2023a). In alignment with this
understanding, we used a mere 2,500 samples to
train the LLM. Utilizing fewer samples for fine-
tuning also ensures better preservation of knowl-
edge acquired by the LLM during its pre-training
phase.

4.2 Format of Input and Output

After preprocessing the training corpus, it’s essen-
tial to address the input and output data formats.
We bifurcate the role of the Format Converter (FC)
into two primary functions. First, the FC standard-
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The above is one example. Is the emotion in the following text <positive> or
<negative>? Then list the positive, neutral and negative words in the text.

Text Text<positive><negative> POS:positive;:neutral;:negative;In-context
Learning
Sample

Instruction

Input

<positive>POS:positive;funny:positive;real

Text Text<positive><negative> POS:positive;:neutral;:negative;

<positive>POS:positive;word span:negative;word span

Output

Input Text

Figure 4: Example of In-context Learning and Instruction Learning of input format.

izes the input and output formats across all tasks,
ensuring that both the text sentiment polarity clas-
sification and the word sentiment polarity classifi-
cation tasks utilize a consistent format. Secondly,
the FC serves the function of providing a prompt.
The concept of a prompt was introduced to guide
the model in generating desired labels with higher
accuracy in few-shot scenarios. In our research, we
consistently structure both input and output using
fixed symbols and words. This strategy aims to
employ these symbols and words as cues, guiding
the model to produce tokens corresponding to the
desired labels following these cues.

According to the two roles proposed earlier, we
refer to the structure of FC in SLG Framework(Gan
et al., 2023). Figure 3 illustrates the transformation
of the input and output format, using the original
dataset. The input comprises the text and its corre-
sponding overall sentiment polarity categorization
labels. Additionally, the output provides polarity la-
bels for individual words and their respective word
spans. For simplicity in subsequent discussions, we
will refer to these as ’PW pairs’. These PW pairs
maintain a one-to-one correspondence between the
labels and word pairs.

In the lower segment of Figure 3 and Appendix
D Figure 6, the FC-converted input and output for-
mats are depicted. The blue block represents a fixed
sequence of tags and words in the input. Initially,
the text for categorization is input, followed by the
addition of two text polarity classification labels.
This text is then re-input, and the cue word "POS"
is concatenated with the next three word polarity
classification labels. Together, these elements form

a comprehensive input sequence for the model.
In the output section, text sentiment polarity clas-

sification labels are enclosed by pink background
symbols. The trailing "POS" serves as an indicator
for the model to begin producing PW pairs. The
characters ":", set against a dark blue background,
and ";" signify the start and finish of word senti-
ment polarity labeling, respectively. With this, the
transition of the input and output format is effec-
tively completed.

4.3 In-context Learning and Instruction
Learning

In this section, we elucidate the process by which
the ’transformed format’ dataset is packaged by
ICL and IL, and subsequently fed into the model.
Figure 4 illustrates the sequence: the ICL sample is
at the top, followed by the IL instruction problem,
and lastly, the input in its transformed format. Blue
blocks denote sequences consistent across all in-
put samples, while green blocks indicate segments
replaced based on specific input samples.

Focusing first on the ICL component: a medium-
length text was randomly selected from the MARC-
ja test set, ensuring avoidance of the 1500 training
phrases previously extracted. We intentionally did
not choose a lengthy text encompassing a wide
array of POS samples. The chosen samples were
labeled following the conventions of the prior four
datasets. This labeling was then formatted into the
final ICL sample using the FC format.

Turning to the instructional segment, it’s divided
into three distinct sentences. First, in the first sen-
tence we hint that the sequence in front of the
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model is an example. The second sentence asks
whether the overall sentiment polarity classification
of the text given next is positive or negative. Here
again, marks are placed on both sides of the posi-
tive and negative words. Finally, the third sentence
asks the model to list the words in the text that are
related to the polarity of the sentiment. This instruc-
tion requires modifications based on the specifics of
four datasets. As an instance, the version portrayed
in Figure 4 corresponds to the SRW sub-dataset.
For the NVA dataset, "word" should be replaced
with "noun, verb, and adjective".

In summation, the combination of the ICL sam-
ple problem and Instruction, along with the Input,
establishes the sequence for model input, leading
to the output generation. Employing IL serves as
a prompt, aligning the downstream task with the
instruction fine-tuning phase in LLM pre-training.
Simultaneously, the integration of ICL potentially
extends instructional length, thereby refining the
generative outcomes of LLMs.

5 Evaluation

In this chapter, we delineate the experimental
framework and define the evaluation metrics. Sub-
sequently, we assess the chosen models employing
the SCPOS dataset.

5.1 Experiment Set

To begin, due to constraints in time and resources,
we opted for a sample size of 1,000, randomly se-
lected from all SCPOS sub-datasets. Each sample
was tested three times, and the average value was
taken as the final result. For model selection that
the LLaMA2-7B model served as the base model
for the USA model. Under the USA-7B model
umbrella, we trained two distinct versions: 1.USA-
7B(ICL+IL) using the combined ICL and IL data
format . 2.USA-7B(IL) solely utilizing the IL data
format. For comparative purposes, we incorpo-
rated the T5-base-Japanese model, which operates
on the SLG framework. Additionally, the original
gpt-3.5-turbo model was chosen as a benchmark
for comparison. It’s imperative to note that our
selection of comparative models wasn’t arbitrary.
We rigorously tested a multitude of LLMs trained
on Japanese corpora, as well as the LLaMA2-70B
model. These models were subjected to both 1-
shot ICL and IL evaluations. Regrettably, none
of the models produced satisfactory results. They
frequently generated text echoing the input or text

irrelevant to the task. Consequently, our final com-
parison was limited to the T5 and gpt-3.5-turbo
models.

The T5 model lacks the capability for few-shot
learning in tasks with long sequences. Therefore,
for training the T5 model, we utilized 1,000 ran-
domly selected samples, while another set of 1,000
samples served as the test set. In the SRW task, we
used the GPT-3.5-generated data for training and a
manually labeled dataset for testing.

Upon evaluating the GPT-3.5 model, we ob-
served that simultaneous use of ICL and IL during
testing essentially prevents the generation of the
desired text. Consequently, for testing GPT-3.5,
only ICL was employed to input the dataset into
the model.

5.2 Evaluation Metrics
In the selection of evaluation metrics, because of
the uncertainty of the results generated by the gen-
erative model. It leads to the length of generated
sequences is not fixed like sequence labeling mod-
els. So it is difficult to use metrics such as F1 to
evaluate the task. Especially in this task, some texts
contain as many as 20-30 PW pairs. Here accuracy
is used as the evaluation metrics. Three different
accuracies are categorized according to the type of
task.

The first one is the text sentiment polarity clas-
sification accuracy(i.e. ACCSC). the characters
in the text classification part of the generated se-
quence and the actual text are intercepted and com-
pared, and all of them are considered to be correct
if they are equal (e. g. Generated: <positive> =
Actual: <positive>).

Next is the calculation of the accuracy of the
remaining part of the PW pair. All the PW pairs of
the generated and actual sequences are partitioned
according to the ":" and ";" notations. Let the set
P contain n PW pairs (X1, X2, ...., Xn). Two
sets can be obtained, PW pair Pgenerated for the
generated sequence and PW pair Pactual for the
actual sequence, and then the setsPgenerated and
Pactual are matched. The number of matched pairs
is divided by the total number of PW pairs of the
actual sequence to get the ACCpos.

Finally the SCPOS accuracy is calculated. When
both the ACCtext and the ACCpos of the same
sample are equal to 1, it is computed as a correct
sample. The number of all correct samples is di-
vided by the total number of samples to get the
ACCSCPOS .
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SRW NVA

Accuracy ACCSC ACCPOS ACCSCPOS ACCSC ACCPOS ACCSCPOS

T5-base(SLG) 88.21 55.57 17.28 87.30 26.22 1.60

USA-7B(ICL+IL) 89.60 56.32 18.10 90.20 60.09 3.97
USA-7B(IL) 88.60 53.24 17.50 88.43 55.28 3.60

GPT-3.5 53.6 14.99 1.60 73.20 10.34 0.13

Nous V & Adj

ACCSC ACCPOS ACCSCPOS ACCSC ACCPOS ACCSCPOS

T5-base(SLG) 89.50 27.62 3.00 83.00 73.84 52.47
USA-7B(ICL+IL) 91.50 62.41 6.83 92.17 64.94 50.90

USA-7B(IL) 90.80 57.74 4.73 89.33 69.83 52.43

GPT-3.5 73.83 10.44 0.23 78.83 15.45 9.87

Table 2: Results for the four SCPOS subdatasets on the four models. T5-base was fine-tuned. USB-7B(ICL+IL)
was assessed with a 1-shot approach. USB-7B(IL) utilized a 0-shot approach. GPT-3.5 was tested using the 1-shot
ICL method.

5.3 Results
As illustrated in Table 2, the four models were
tested on the four sub-datasets. It is evident
that USB-7B(ICL+IL) outperforms the others by
achieving the highest accuracy in 10 out of 12 eval-
uations across these datasets. This underscores
its robust capability in the SCPOS task. Notably,
both USB-7B(ICL+IL) and USB-7B(IL) models
significantly surpass the accuracy of the GPT-3.5
model.

Historically, in the extraction and classifica-
tion of constructed data, Large Language Models
(LLMs) have been overshadowed by smaller Pre-
trained Language Models (PLMs), as evidenced
by the results of GPT-3.5. Nevertheless, after fine-
tuning with the SCPOS mixed training corpus, the
USA models demonstrate an improved ability to
outshine their counterparts. Leveraging the ex-
tensive pre-training corpus and parameter set of
LLMs, they can surpass PLMs that are exclusively
fine-tuned with the entirety of sub-tasks in 0-shot
scenarios. This also indicates that the finely-tuned
USB-7B model, even with fewer samples, can ex-
ceed the performance of the full-volume fine-tuned
T5-base.

In the VA sub-datasets, the USA model did not
surpass the performance of the fine-tuned T5 model.
The reason for this disparity lies in the fact that the
average input and output lengths in the VA dataset
are considerably shorter than in the other three
datasets. Consequently, the fine-tuned T5 model

demonstrates superior results compared to the 0/1-
shot USA model when handling short sequences.

Furthermore, the performance of the USA-7B
model augmented with ICL is superior to its coun-
terpart using IL exclusively. This suggests that the
combined use of ICL and IL enhances the model’s
comprehension of each sub-dataset. Moreover, dis-
tinct ICL and IL were employed for each of the four
sub-datasets. This approach enhances the model’s
ability to differentiate and comprehend the various
tasks.

6 Conclusion

In this paper, we introduces a novel sentiment cate-
gorization task termed the SCPOS task and details
the creation of four distinct sub-datasets. Utilizing
the SCPOS task, we trained the USA-7B model,
achieving exemplary performance in 0/few-shot
sentiment classification scenarios. We anticipate
that the proposed SCPOS dataset and the USA-7B
model will pave the way for fresh research avenues
and areas of focus in sentiment analysis.

In future research, we plan to evaluate additional
LLMs using the SCPOS dataset. Our objectives
are to ascertain the presence of MRE in both the
text sentiment classification and the POS sentiment
polarity classification tasks. Furthermore, we aim
to determine whether LLMs leverage MRE to en-
hance the performance of these tasks.
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7 Limitations

In this work, the Sentiment Text Classification and
Part of Speech (SCPOS) dataset was developed,
comprising four sub-datasets labeled according to
different lexical rules. Additionally, two USA mod-
els were trained using the IL and ICL methods.
While the USA models outperformed the baseline,
this study focused exclusively on the Japanese lan-
guage and did not extend the analysis to other lan-
guages. Furthermore, the ablation experiments did
not result in significant improvements in sentence
classification accuracy. These limitations highlight
areas for further investigation, which we plan to
explore in future research.
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A Example of Xpositive and Xnegative
Label

boringnot
Negative

Positive(Xnegative)

happynot
Positive

Negative(Xpositive)

Figure 5: Example of Xpositive and Xnegative label.

B Analysis of Mutual Reinforcement
Effect

To determine if MRE is prevalent in both the SC
and POS sentiment polarity classification tasks, we
carried out distinct evaluations for each task. To
ensure consistency and control for other variables,
we employed the T5-base model across all four
datasets. As evidenced in Table 3, when the SC
task is executed independently, the performance
across all datasets surpasses that of the SCPOS
task. This is likely because the SC task necessitates
generating only a brief text categorization label,
leading to enhanced accuracy. In contrast, when

the POS task is conducted independently, there’s
a marked decline in accuracy across all datasets.
This further substantiates the presence of MRE in
the sentiment polarity classification task.

C Details of Experiment

To train the USA-7B model, we employed four
NVIDIA A800 GPUs, each with 80GB, running
for approximately 20 hours. We trained two models
for durations of 2 and 3 epochs, respectively, using
a learning rate of 1e-5. Collectively, they consumed
between 160-200GB of GPU memory.

For the dataset auto-annotation task, we utilized
the fine-tuned GPT-3.5 model. Our dataset com-
prised 1,000 data points, amounting to 4.5 million
tokens, and the associated cost was approximately
$57. We conducted 3 epochs of training for this
task. Unless specified, we maintained the default
settings provided by OpenAI for all other training
parameters. In subsequent training and testing ex-
periments involving the T5 model, we used an RTX
3090 GPU with 24GB. Regarding the generation
parameter settings for the models. The USA-7B
model was set with the following parameters:

• max new tokens: 2000

• repetition penalty: 1.3

• temperature: 1.0

• top_p: 0.7

• top_k: 40

For both the T5 and GPT-3.5 models, we only ad-
justed the "max new tokens" setting to 400. It’s
worth noting that the average output length of the
SCPOS dataset, which boasts the longest average,
is 144 tokens. All other parameters remained at
their default values.

D Input and Output Example of USA
model
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SRW NVA

Accuracy ACCSC ACCPOS ACCSCPOS ACCSC ACCPOS ACCSCPOS

SCPOS 88.21 55.57 17.28 87.30 26.22 1.60
SC Only 92.91 - - 91.40 - -

POS Only - 30.69 - - 24.65 -

Nous Verb & Adjective

ACCSC ACCPOS ACCSCPOS ACCSC ACCPOS ACCSCPOS

SCPOS 89.50 27.62 3.00 83.00 73.84 52.47
SC Only 91.40 - - 91.40 - -

POS Only - 24.05 - - 52.04 -

Table 3: The results of the SC and POS tasks were tested separately using the T5-base model.

この映画はつまらなくないです。やはり名監督ですね。男性主人公の知能指数は非常に高いです。女性主人公
の服はすべて素敵です。ただ、結末は少し残念です。
This movie is very good. It's truly directed by a famous director. The male protagonist has a high IQ. All of the
female protagonist's outfits look great. It's just that the ending is a bit disappointing.

SCPOS
Subdatasets Name Japanese Sentiment Text Classification and Part of Speech Dataset

Semtiment
Related Word

非常に精巧な商品のパッケージです。CDの音質は非常に良いです。90年代の巨星にふさわしいですね。音量を
最大にして、美しいメロディーを聴きながら、彼女が歌っている姿を想像しながら、微笑んでいる。
Very exquisite product packaging. The sound quality of the CD is very good. Truly worthy of a superstar from the
90s. Turn the volume up to the maximum. Listening to the beautiful melody, I can already smiling while imagine
her singing posture.Noun Verb

Adjective

CGがすごいみたいだから…くらいの理由であんまり期待せずに見たんですが、泣きましたよ普通に。CGアニ
メといえど、子供だましではない。ほどよいテンションで物語は進み、ラストの盛り上がりはスゴイ！！マジ
で！他の作品（ニモ、インクレディブル）も見たのですが、ピクサー作品に外れなし。↑過大評価気味のレビュ
ーですが、絶対みて損はしませんオススメ！！
I watched it without much expectation because I heard the CG was amazing... but I ended up crying, really. Even
though it's a CG animation, it's not just for kids. The story progresses with just the right tension, and the climax is
incredible!! Seriously! I also watched other works (Nemo, The Incredibles), and there's no miss in Pixar's
productions. ↑This review might be a bit overrated, but I highly recommend watching it; you won't regret it!!

Noun

不完全な日本語もある意味、味があっていい。エナジーが貯まるのがもどかしいですね。
Imperfect Japanese has a certain charm to it. It's frustrating waiting for energy to accumulate.Verb

Adjective
ポジティブ:ネガティブ;もどかしい:ポジティブ;いい
positive:Negative;frustrating:Positive;charming

ポジティブ:Xネガティブ;つまらなくない:ポジティブ;名監督:ポジティブ;知能指数は非常に高い:ポジティブ;素
敵:ネガティブ;少し残念
positive:Xnegative;not boring:positive;famous:positive;high IQ:positive;look great:negative;a bit
disappointing

ポジティブ:ポジティブ;精巧:ポジティブ;良い:ポジティブ;ふさわしい:中立;最大:ポジティブ;美しい:中立;姿::ポ
ジティブ;微笑
positive:positive;exquisite:positive;good:positive;Truly worthy:neutral;maximum:positive;beautiful
:neutral;posture:positive;smiling

ポジティブ:ネガティブ;らい:中立;スス:ネガティブ;スト:ポジティブ;テンション:中立;マジ:ネガティブ;過大:ネ
ガティブ;外れ:ポジティブ;期待:ポジティブ;盛り:ポジティブ;盛り上がり:ネガティブ;絶:中立;損:中立;他:中立;
対:ポジティブ;通:中立;評:中立;評価:ポジティブ;品:中立;普通:中立;物:ポジティブ;味:ポジティブ;理:中立;理由
positive:negative;rai:neutral;susu:negative;sto:positive;tension:neutral;maji:negative;over:
negative;outlier:positive;expectation:positive;mori:positive;excitement:negative;absolute:neutral;loss
:neutral;other:neutral;vs:positive;through:neutral;rating:neutral;evaluation:positive;product:
neutral;ordinary:neutral;thing:positive;taste:positive;reason:neutral;reason

Figure 6: Input and Output Example of USA model.
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