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Abstract

Hallucination remains a critical challenge for
summarization, especially in domains such as
law and large-scale news where factual accu-
racy is paramount. While reinforcement learn-
ing from human feedback (RLHF) and direct
preference optimization (DPO) can reduce hal-
lucination, they require costly preference anno-
tations, limiting applicability in low-resource
preference-label settings. Extractive methods
inherently avoid unsupported content but often
rely on static heuristics, constraining adaptabil-
ity and coherence. We present RoSRL (Rule-of-
Sum Reinforcement Learning), an efficient and
reliable label-free extractive framework that
combines interpretable, feature-based sentence
scoring with reinforcement learning. RoSRL
incorporates Lean-Proof Lite, a lightweight
validator ensuring numerical and entity-level
consistency, and adapts feature weights via
multi-dimensional rewards—faithfulness, cov-
erage, coherence, brevity, and section bal-
ance—optimized with Proximal Policy Opti-
mization (PPO). Experiments on Vietnamese
and English news and U.S. legal texts show con-
sistent gains under ROUGE/BERTScore and
other model-based summary evaluation meth-
ods, corroborated by human judgments. These
results highlight RoSRL’s efficiency, scalabil-
ity, and reliability as a resource-conscious al-
ternative to heuristic baselines and preference-
optimized models, and underscore its poten-
tial as a foundation for future abstractive exten-
sions.

1 Introduction

Automatic text summarization condenses large vol-
umes of text into concise summaries that preserve
essential information, enabling efficient informa-
tion access in domains such as news, scientific
publications, and legal documents. Existing ap-
proaches are typically categorized as extractive,
which assemble summaries by selecting salient
source sentences, and abstractive, which generate
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paraphrased content. Abstractive methods, pow-
ered by large neural language models, produce
highly fluent summaries but are prone to factual er-
rors. Extractive methods maintain stronger ground-
ing in the source text, thus reducing the risk of
hallucination, but often sacrifice coherence.

Hallucination remains a critical challenge for
real-world deployment, especially in domains
where factual reliability is paramount, such as law
and high-volume news reporting. Neural abstrac-
tive summarizers frequently generate unsupported
statements, making them unsuitable in contexts
where factual errors carry legal or societal con-
sequences (Maynez et al., 2020; Ji et al., 2023).
Recent approaches such as RLHF (Stiennon et al.,
2020; Ouyang et al., 2022) and direct preference
optimization (DPO) (Rafailov et al., 2023) have
shown promise in reducing hallucination, but both
require large-scale annotated preference datasets,
which are expensive to produce and scarce in low-
resource languages like Vietnamese.

Extractive summarization provides a lightweight
alternative by directly composing summaries from
source sentences, inherently lowering the hallu-
cination risk. However, sentence misplacement
or incoherent selection can still distort meaning
if taken out of context. Classic extractive meth-
ods such as Maximal Marginal Relevance (MMR)
(Carbonell and Goldstein, 1998), LexRank (Erkan
and Radev, 2004), and TextRank (Mihalcea and
Tarau, 2004) rely on manually tuned heuristics
(e.g., sentence centrality, redundancy reduction)
that limit adaptability to domain-specific needs for
factual consistency and coherence. Neural extrac-
tive methods such as BERTSum (Liu and Lapata,
2019) leverage pretrained language models to im-
prove performance but remain supervised and re-
quire labeled summaries, limiting scalability and
cross-domain applicability. More recent reference-
free approaches like OTExtSum (Tang et al., 2022)
optimize semantic coverage but do not explicitly
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ensure factual reliability, structural balance, or mul-
tilingual generalization (Min et al., 2025; Adams
et al., 2023).

Reinforcement learning (RL) offers a promising
pathway to overcome these limitations. Models
such as the Reinforced Neural Extractive Summa-
rizer (RNES) (Wu and Hu, 2018) and BanditSum
(Dong et al., 2018) demonstrate that optimizing
informativeness and coherence via bandit or policy-
gradient methods can improve extractive summa-
rization without gold-standard supervision. How-
ever, existing RL-based extractive methods do not
explicitly address multi-dimensional quality objec-
tives—such as factual consistency, coverage, and
section balance—and show limited generalization
to multilingual and low-resource contexts.

To address these gaps, we propose RoSRL:
Adaptive Rule-of-Sum Reinforcement Learning
for Efficient and Reliable Summarization, a label-
free extractive framework that unifies interpretable
feature-based sentence scoring with policy opti-
mization. RoSRL is designed to be efficient in
computation and reliable in factuality. It integrates
two components: (i) Lean-Proof Lite, a lightweight
factuality validator that enforces numerical, entity,
and semantic consistency; and (ii) ADAPT_RULE,
a PPO-based adaptive mechanism that dynamically
refines feature weights under multi-dimensional re-
wards covering faithfulness, coverage, coherence,
brevity, and section balance. By removing the need
for labeled summaries and optimizing directly for
complementary quality dimensions, RoSRL attains
competitive accuracy with modest resources across
languages and domains.

Our contributions are as follows:

* We introduce RoSRL, an adaptive rule-of-
sum reinforcement learning framework for
extractive summarization that combines inter-
pretable feature scoring with dynamic weight
refinement and Lean-Proof Lite for numerical
and entity-level consistency.

* We design multi-dimensional, reference-free
reward signals that drive PPO-based adapta-
tion, enabling balanced optimization across
factuality, coverage, coherence, brevity, and
section representation without reliance on
costly preference annotations.

* Through extensive experiments on Viet-
namese news (VNExpress), CNN/DailyMail,
and U.S. legal texts (BillSum), we show

that the proposed reward design and adaptive
weighting yield consistent improvements over
strong heuristic and unsupervised baselines
in automatic metrics, model-based summary
evaluation, and human judgments.

* We demonstrate that RoSRL operates effi-
ciently with modest GPU resources, under-
scoring its practicality for multilingual and
low-resource-compute scenarios.

By bridging the gap between static-rule extrac-
tive methods and reinforcement learning—based
adaptability, RoSRL provides a reliable, factuality-
aware, and resource-conscious foundation for ex-
tractive summarization, and establishes a clear path-
way toward future abstractive extensions.

2 Related Work

2.1 Heuristic and centrality-based extractive
summarization

Early extractive summarization systems relied
heavily on manually designed heuristics. MMR
(Carbonell and Goldstein, 1998) balanced rele-
vance and novelty using static weights, while graph-
based algorithms such as LexRank (Erkan and
Radev, 2004) and TextRank (Mihalcea and Tarau,
2004) computed sentence salience via similarity
graphs and damping factors. Submodular optimiza-
tion (Lin and Bilmes, 2011) later formalized the
trade-off between coverage and diversity, achiev-
ing strong results on DUC benchmarks. Extensions
such as PacSum (Zheng and Lapata, 2019) incor-
porated section bias through position-aware edge
weights, emphasizing leading sentences while pre-
serving discourse centrality.

2.2 Learning-based methods: reinforcement
learning, unsupervised, and optimal
transport

The advent of deep learning enabled learning-based
approaches to replace handcrafted features with
representations learned from data. Reinforcement
learning emerged as a label-free alternative: Ban-
ditSum (Dong et al., 2018) formulates summariza-
tion as a contextual bandit problem, directly op-
timizing ROUGE with rapid convergence; RNES
(Wu and Hu, 2018) uses policy gradients to jointly
optimize informativeness and coherence, yield-
ing strong performance on CNN/DailyMail. Be-
yond RL, unsupervised neural methods leverage
pretrained encoders. Xu et al. (Xu et al., 2020)
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pre-trained a hierarchical transformer on unlabeled
corpora and ranked sentences via self-attention,
achieving competitive results among unsupervised
systems, though primarily optimizing semantic
coverage without explicit factuality checks. The
reference-free OTExtSum (Tang et al., 2022) em-
ploys optimal transport to match semantic distribu-
tions between a document and its extract, achiev-
ing state-of-the-art results among unsupervised sys-
tems; however, it focuses on coverage and salience,
lacking explicit numeric/entity faithfulness and
sentence-level coherence, and has not been eval-
uated in multilingual contexts (Min et al., 2025;
Adams et al., 2023).

2.3 Faithfulness and preference-optimization
approaches

In abstractive summarization, reducing hallucina-
tion has been a major research focus. RLHF (Sti-
ennon et al., 2020; Ouyang et al., 2022) and DPO
(Rafailov et al., 2023) have achieved notable gains
in English by aligning models with human prefer-
ences. However, these methods require large-scale
preference-annotated datasets, which are costly and
scarce in low-resource languages. In Vietnamese
summarization, VSum-HB (Tran Thi et al., 2025)
introduced a human feedback dataset of 5,000 sam-
ples from the Vietnews corpus to explore RLHF
in a low-resource setting—marking an important
first step toward preference-optimization for Viet-
namese. Yet, the dependence on substantial anno-
tated data and high computational cost motivates
the search for lighter, label-free methods that main-
tain factual accuracy.

2.4 Vietnamese extractive summarization

For Vietnamese, Lam et al. (Lam et al., 2022)
compared multiple extractive architectures (RNN,
GRU-RNN, LSTM, BiLSTM, BERT) on a news
dataset. BERT achieved the highest ROUGE-
1 score (0.449) but the lowest ROUGE-2 score
(0.186), suggesting a bias toward sentences with
overlapping keywords and weaker performance on
longer n-gram coherence. The method is fully su-
pervised, relying on sentence-level labels, which
may entail limited generalization to different do-
mains or low-resource contexts. To date, no Viet-
namese extractive summarization framework has
combined reinforcement learning with unsuper-
vised feature-based scoring to jointly ensure cover-
age, robustness, and factual consistency.

2.5 Diffusion-based and structure-aware
extractive models

Diffusion-based approaches such as DiffuSum
(Zhang et al., 2023) generate summary sentence
embeddings via diffusion processes, then select
sentences by alignment, achieving state-of-the-art
ROUGE-2 scores and strong cross-domain gener-
alization. TermDiffuSum (Dong et al., 2025) in-
corporates legal-term-aware diffusion scheduling
for legal text summarization, improving relevance
in the legal domain. Structure-aware approaches
such as SumHiS (Pavel et al., 2024) exploit latent
document clustering to guide sentence selection,
yielding substantial ROUGE-2 gains. However,
the two-stage architecture involving sentence rank-
ing and hidden-structure discovery introduces ad-
ditional computational overhead, and the method
does not incorporate explicit mechanisms for factu-
ality or coherence verification.

RoSRL is conceptually closest to heuristic sys-
tems such as MMR, LexRank, and PacSum, as
it starts from feature-weighted, sentence-scoring
baselines. It extends these by incorporating
factuality-oriented features—including NLI-based
inference, SBERT-based alignment, numeric/date
indicators, and section-aware priors—and by in-
troducing ADAPT_RULE, a PPO-based adaptive
mechanism that dynamically adjusts weights under
multi-dimensional, reference-free rewards. In con-
trast to supervised extractive models or resource-
intensive diffusion-based approaches, RoSRL
maintains computational efficiency on modest GPU
resources while explicitly optimizing for faithful-
ness, coverage, coherence, brevity, and structural
balance in multilingual and low-resource settings.
This positions RoSRL as a bridge between inter-
pretable heuristic methods and adaptive reinforce-
ment learning frameworks.

3 Proposed Method
3.1 Method Overview

RoSRL is a label-free extractive summarization
framework designed to combine the interpretability
of feature-based scoring with the adaptability of
reinforcement learning. The pipeline (Figure 1)
begins with document segmentation and feature ex-
traction, producing a representation for each candi-
date sentence. These features are scored using a lin-
ear combination of interpretable metrics, forming
both a rule-based baseline summary and a policy-
generated summary. Rewards are computed for
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Figure 1: RoSRL pipeline. Reward dimensions: d; =
faithfulness, do = coverage, d3 = coherence, d, = brevity,
ds = section balance. The overall reward combines these
dimensions (see Eq. 3).

candidates that pass a lightweight factuality valida-
tor, Lean-Proof Lite; a selector then identifies the
best candidate summary and its return/advantage
is estimated using generalized advantage estima-
tion (GAE) before updating the policy parameters
with PPO (Schulman et al., 2017). In addition, the
framework includes an ADAPT_RULE mecha-
nism that schedules updates to feature weights and
combination coefficients in two phases to enhance
training stability. This combination ensures RoSRL
retains the factual reliability inherent in extractive
methods while adaptively improving faithfulness,
coverage, coherence, brevity, and section balance.

3.2 Feature-based Extractive Policy

Given a document D;, we segment it into sentences
{s1,...,8m},each represented by a 7-dimensional
interpretable feature vector: TF-IDF centrality, sen-
tence position, section bias, length normalization,
novelty, named-entity density, and keyword over-
lap. We adopt a minimal, interpretable, domain-
agnostic basis that spans four complementary pri-
ors: (i) topical centrality (TF-IDF); (ii) docu-
ment structure (position, section bias); (iii) redun-
dancy/length control (novelty, length normaliza-
tion); and (iv) salience cues (named-entity den-

sity, keyword overlap). This 7-D design is com-
putationally light and directly controllable via W
and the mixing weights {«, 3,~}, which is crucial
for ADAPT_RULE and PPO stability. Feature—
reward alignment: features {1, 6, 7} primarily sup-
port coverage/faithfulness; feature 5 improves co-
herence by reducing redundancy; feature 4 enforces
brevity; and features {2, 3} promote section bal-
ance.
A rule-based score is computed as

de fids (1)

scoreyyle(S;)

with human-initialized weights wg (Appendix A)
ensuring transparency.

The policy 7y models a Bernoulli select/skip
decision for each sentence, subject to budget and
novelty constraints. To enable domain adaptation,
a mixing stage refines the base score:

ScOremix(s;) = arscorepyle + [ centrality @

+ 7 section_bias.

Here, («, 8, 7) are trainable re-weighting param-
eters, initialized neutrally and optimized via PPO
together with reward weights A, enabling adaptive
re-balancing of heuristic features while retaining
interpretability. scorepix degenerates to the rule
baseline when a=1 and f=v=0, i.e., sentences
are selected purely by score;ye in Eq. (1). Under
ADAPT_RULE, we only summarize the schedule
here and defer details to Section 3.5.

The rule baseline Sqye is produced greedily from
Eq. (1) using the default weights (Default_W, Ta-
ble 6) with mixing disabled (=1, f=~=0), under
the same budget and novelty constraints as the pol-
icy. For each document we form two candidates,
Srule and Spo) from 7yy7; both pass the Lean-Proof
Lite gate and are evaluated along five reward di-
mensions (Eq. 3). The better candidate .S* supplies
the rollout return and the advantage (GAE) used in
Algorithm 1.

3.3 Multi-dimensional Reward and
Lean-Proof Lite

To avoid reliance on costly preference labels,
RoSRL employs multi-dimensional, reference-free
reward signals. For a generated summary S, we
compute normalized scores along five dimensions:
faithfulness (entity and number consistency with
the source), coverage (content overlap with salient
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source segments), coherence (logical and structural
flow), brevity (conciseness relative to budget), and
section balance (distribution of coverage across
document sections). Each score rj, € [0, 1] reflects
the degree to which S satisfies dimension k.

Before aggregation, candidate summaries are fil-
tered through the Lean-Proof Lite validator, which
acts as a lightweight factuality gate with three
checks: (i) numeric consistency—every numeri-
cal mention in the summary must appear in the
source; (ii) entity consistency—named entities in
the summary must be supported by the source
(string-aligned NER); and (iii) lexical overlap—the
Levenshtein similarity (normalized edit distance)
between the summary and the source must be at
least § = 0.35. Only summaries satisfying all
checks are passed forward for reward computation.
The threshold § was selected via development ex-
periments; prior work emphasizes that similarity
thresholds should be tuned to the dataset and the
chosen metric, and practical duplicate-detection
systems routinely employ fixed thresholds tuned to
their feature design and similarity functions (van
Bezu et al., 2015). This lightweight validation is
especially important in legal and news domains,
where hallucinated numbers or entities can have
severe consequences.

Validated dimension scores {ry}7_, are then
combined via a learned convex weighting:

5 5

R(S)=> Mk M =0, > X=1 3)
k=1 k=1
where \j are learned parameters updated during
training to adaptively prioritize dimensions that
most improve downstream summarization perfor-
mance. This design ensures both interpretability
and adaptive reward shaping for PPO-based policy
optimization.

3.4 PPO-based Adaptive Optimization

RoSRL employs PPO (Schulman et al., 2017) for
stable policy optimization, leveraging its clipped
surrogate objective to prevent destructive updates.
Given old and new policy probabilities

7r9(at|st)
7.‘-eold (at | St)

() = “)

Here, s; denotes the sentence-level state and a; the
binary select/skip action.

LCHP(G) = Et [min(rt(Q)/lt,
clip(ry(6),1 — €, 1+ €)A,)]
)

where e follows the commonly used clipping range
in PPO (Schulman et al., 2017). Advantages flt are
estimated using Generalized Advantage Estimation
(GAE) (Schulman et al., 2016), following the setup
in (Stiennon et al., 2020). In our sentence-level set-
ting, rewards are computed at the document level
and propagated back to individual actions, preserv-
ing cross-sentence dependencies.

Integrated Training Loop. The overall training
procedure for each pass p over the dataset fol-
lows the steps in Algorithm 1. For each docu-
ment D;, we extract features, generate a rule-based
summary S"%¢ and a policy summary SP°, and
compute their rewards using the multi-dimensional
function gated by Lean-Proof Lite. The better-
performing summary is selected as S*, with its log-
probabilities and GAE-based advantages A stored
in a buffer B. After processing all documents, we
run K PPO epochs over minibatches from B, com-
puting LYP and auxiliary losses. Parameter up-
dates, including those under the ADAPT_RULE
scheme, are described in Section 3.5. Early stop-
ping is applied if validation rewards stagnate.
Training logs show that the share of policy-
selected summaries increases consistently across
rollout passes on all datasets, with the largest gains
by the third pass (see Fig. 2 in the appendix A).

3.5 ADAPT_RULE Scheduling

Following the main PPO update loop in Algo-
rithm 1, RoSRL applies a two-phase parameter
update scheme to improve training stability. In
Phase 1, only the A weights for reward dimension
combination are updated, allowing the reward sig-
nal to stabilize without perturbing the sentence
scoring policy. In Phase 2, ADAPT_RULE is
activated, enabling joint updates to W, «, 3, -y, and
A. This staged approach mitigates reward insta-
bility and expedites convergence, consistent with
curriculum-style optimization strategies in deep
and multi-objective reinforcement learning (Porte-
las et al., 2020; Kang et al., 2023). Empirically, the
ADAPT_RULE schedule yields a steady reward
trajectory and a monotonic rise in policy-selected
rollouts across passes (see Fig. 3 and Fig. 2).
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Algorithm 1: RoSRL training with Lean-

Proof Lite gate and ADAPT_RULE

scheduling.
Input: {D;}; init W, («, 5,7), A;
Output: W*, (o, B,7)*, \*, policy 7*
for p < 1to Pdo

B+«

foreach D; do

Segment & extract features

Srule (rule), SPO < my (D;)

Rewards R"™¢  RP with
Lean-Proof Lite gate

Select S*, attach A via GAE, store
(logm, R, A) in B

end

for epoch < 1 to PPO_EPOCH do
Sample minibatch; compute r; &

clipped L¥PO + aux losses
Update \ always; W, (a, 3,7y) only
if ADAPT_RULE

end
Eval valid reward, update best, early
stop if no improve

end

We interpret ADAPT_RULE as an implicit ab-
lation: Phase 1 (A-only) disables the mixing path-
way by freezing W and {«, /3, v}—equivalently
a=1, f=vy=0—thus isolating the effect of A in
Eq. (3). Phase 2 unfreezes W and {«, 3,~} and
jointly updates them with A, revealing the incre-
mental contribution of score_mix and the feature
weights. Empirically, the moving-average reward
increases smoothly from = 1.0 to ~ 1.8 without
early oscillations (Fig. 3), while policy-win counts
grow from R1 to R3 (Fig. 2).

Learned parameters at the best validation check-
point. At the checkpoint with the highest valida-
tion reward (see Table 7), the learned mixing co-
efficients in Eq. (2) highlight the contribution of
the mixing pathway, once Phase 2 is enabled, sec-
tion_bias contributes more prominently than cen-
trality. The learned reward weights in Eq. (3) sug-
gest a clear prioritization of factuality and coverage
(including section balance), while the penalty on
length is kept moderate to avoid over-compression.
The learned feature weights W allocate more mass
to salience cues (named-entity density, keyword
overlap), followed by topical centrality and struc-

tural signals (TF-IDF, position), with length nor-
malization playing a comparatively smaller role.
These patterns are consistent with the two-phase
ADAPT_RULE schedule: Phase 1 stabilizes A,
Phase 2 jointly refines W and (a, 3, 7), yielding
smoother reward trajectories and higher policy-win
rates during training.

4 Experiment setup

4.1 Datasets

We evaluate RoSRL on three datasets spanning two
languages (Vietnamese, English) and two domains
(news, legal), enabling cross-lingual and cross-
domain testing.The Vietnamese set-VnExpress !
is a curated VnExpress news corpus (2022-2024)
comprising 13,468 samples, covering 15 categories
and 80+ subtopics. The English datasets are
CNN/DailyMail? for news and BillSum? for leg-
islative texts. These datasets differ in language,
style, and complexity, providing a robust evalua-
tion setting.

4.2 Baselines and Initialization

RoSRL is initialized with interpretable feature
weights W, («a,f,7), and A\, which control
sentence scoring and reward aggregation. These
values, provided in Table 6, are chosen based on
heuristic principles from prior extractive summa-
rization studies—such as emphasizing sentence
lead position, penalizing redundancy, and balanc-
ing coverage with brevity. We experiment with two
encoder backbones for sentence representation:
(1) the multilingual sentence-transformers/
paraphrase-multilingual-MinilM-L12-v2

(Reimers and Gurevych, 2019) for cross-
lingual applicability, and (ii) the Viet-
namese domain-adapted VoVanPhuc/

sup-SimCSE-VietNamese-phobert-base (Gao
et al., 2021) for stronger performance in Viet-
namese news.

4.3 Hyperparameters for RL

All experiments run on a single NVIDIA T4 GPU
(15 GB). We use the full VnExpress training set,
and randomly sample 10,400 documents from

"https://huggingface.co/datasets/quancute/
VnExpress_news_summarization_sft_dataset

2https://huggingface.co/datasets/abisee/cnn_
dailymail

3https://huggingface.co/datasets/FiscalNote/
billsum
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CNN/DailyMail and 14,000 from BillSum for train-
ing, ensuring diverse yet computationally manage-
able rollouts. A training pass consists of a com-
plete sweep of rollouts over the sampled training
set, followed by PPO updates and validation reward
checks.

4.4 PPO settings

Adam optimizer (learning rate 3 x 10~%), clipping
parameter ¢ = 0.2 (Schulman et al., 2017), GAE
parameter is 0.95 (Schulman et al., 2016), batch
size 4, and 4 PPO epochs per rollout batch. Roll-
outs are batched at 64 documents for stability.

4.5 Evaluation Metrics

We employ a combination of automatic, LLM-
based, and human evaluation metrics to comprehen-
sively assess summary quality. ROUGE-1/2/L (Lin,
2004) measures lexical overlap between generated
and reference summaries, with higher scores indi-
cating greater n-gram matching, while BERTScore
(Zhang et al., 2020) evaluates semantic similarity
via token-level cosine similarity in contextual em-
bedding space. Additionally, UniEval (Zhong et al.,
2022) evaluates generated summaries along four
dimensions—coherence (quality of logical flow),
consistency (alignment with the source content),
fluency (linguistic quality), and relevance (cover-
age of essential information). For LLM-based eval-
uation, we adopt GPT-4.0 due to its strong align-
ment with human judgments and demonstrated
state-of-the-art performance in text evaluation tasks
(Liu et al., 2023), using tailored prompts to assess
contextual consistency, relevance, and coherence
on a 5-point Likert scale (Likert, 1932). For human
evaluation, three research volunteers independently
assessed 200 randomly selected samples from the
BillSum test set using prompts created with GPT-
4.0, carefully reviewing each sentence before as-
signing scores from 1 to 5 for each criterion, with
the final score for each summary calculated as the
arithmetic mean of the three annotators’ scores.
Detailed definitions and guidelines for these evalu-
ation criteria are provided in Appendix B.

5 Evaluation

5.1 ROUGE Results

Table 1 compares RoSRL with strong extrac-
tive baselines. On CNN/DailyMail, SumHiS
achieves the highest ROUGE score, while RoSRL
attains competitive ROUGE-1 (0.3133) despite us-

ing no gold summaries and focusing on multi-
dimensional quality rather than lexical overlap
alone. On BillSum, RoSRL outperforms all
methods in ROUGE-1 (0.4119) with comparable
ROUGE-2 and ROUGE-L. For the Vietnamese
news domain, RoSRL surpasses the supervised
baseline reported by Lam et al. (2022) across
all ROUGE variants—even though their experi-
ment uses the CTUNLPSum corpus (95,579 ar-
ticles) and ours uses a smaller, curated VnEx-
press dataset (13,468 articles, 15 categories, 80+
subtopics)—demonstrating RoSRL’s strong adapt-
ability to low-resource Vietnamese settings.

5.2 BERTScore Results

Table 2 compares semantic similarity scores (F1)
between the baseline (fixed initialization weights)
and the optimized (PPO-adapted) RoSRL.

Dataset Baseline Optimized
VnEXxpress 0.892 0.923
CNN/DailyMail  0.844 0.855
BillSum 0.783 0.784

Table 2: BERTScore (F1) comparison for RoSRL base-
line vs. optimized.

BERTScore results show consistent improve-
ments after PPO optimization, with the largest gain
(+0.031) on VnExpress, reflecting RoSRL’s ability
to enhance semantic similarity without supervised
fine-tuning. Gains on CNN/DailyMail are smaller
but consistent, while BillSum sees marginal change
due to its inherently formulaic legislative style.

5.3 UniEval Results

Table 3 reports RoSRL’s UniEval quality scores.
On CNN/DailyMail, coherence improves from
0.629 to 0.722, and relevance from 0.514 to 0.618,
while consistency and fluency remain high (>0.81).
On BillSum, relevance gains +0.095, with coher-
ence improving from 0.689 to 0.728.

5.4 LLM and Human Evaluation Results

Table 4 reports the average scores (1-5) for con-
textual consistency, relevance, and coherence on
CNNDailyMail, VnExpress, and BillSum. For Bill-
Sum, LL.M-based scoring was complemented by
human verification on 200 random test samples
to ensure reliability in the legal domain. Over-
all, optimized RoSRL achieves consistently higher
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Dataset Method ROUGE-1 ROUGE-2 ROUGE-L
TextRank (2004) 0.3126 0.1118 0.1940
LexRank (2004) 0.3245 0.1146 0.2013
LSA (2001) 0.2933 0.0909 0.1816
CNN/DailyMail OT_ExtSum-BS (BERT) 0.3450 0.1280 0.2780
SumHiS (w/ filtering) 0.4348 0.3252 0.4244
RoSRL (Baseline) 0.3088 0.1157 0.1919
RoSRL (Optimized) 0.3133 0.1195 0.1951
LexRank (2004) 0.3845 0.1888 0.2460
TextRank (2004) 0.3638 0.1735 0.2168
LSA (2001) 0.3480 0.1406 0.2115
BillSum OT_ExtSum-BS (Word2Vec) 0.4010 0.1940 0.3430
OT_ExtSum-BS (BERT) 0.3750 0.1970 0.3260
RoSRL (Baseline) 0.4005 0.1773 0.2393
RoSRL (Optimized) 0.4119 0.1874 0.2563
CTUNLPSum BERT(Lam et al. (2022)) 0.4490 0.1860 0.0325
VnExpress RoSRL (Baseline) 0.6581 0.3822 0.4075
RoSRL (Optimized) 0.6646 0.3902 0.4125

Table 1: ROUGE scores across CNN/DailyMail, BillSum,
best are italicized.

and Vietnamese news. Best results are in bold, second-

Dataset / Setting Coherence Consistency Fluency Relevance
CNN/DailyMail (Baseline) 0.629 0.902 0.814 0.514
CNN/DailyMail (Optimized) 0.722 0.909 0.816 0.618
BillSum (Baseline) 0.689 0.857 0.649 0.546
BillSum (Optimized) 0.728 0.899 0.857 0.641

Table 3: UniEval scores for RoOSRL before and after PPO optimization.

scores than the baseline across all datasets, with
notable gains in relevance and coherence, while
maintaining high contextual consistency. These
results indicate that the optimized system produces
more informative and better-structured summaries
without sacrificing faithfulness to the source. Some
examples of a generated summary in Appendix C.

6 Discussion

6.1 Adaptive: Cross-Domain Robustness via
Multi-Dimensional Rewards

RoSRL is designed as a label-free extractive
framework that adapts to diverse domains with-
out requiring gold summaries or costly prefer-
ence annotations. Its reinforcement learning
component dynamically adjusts interpretable fea-
ture weights—including faithfulness, coverage,
coherence, brevity, and section balance—using
multi-dimensional rewards optimized with PPO.

Dataset / Method Cons. Rel. Coh.

CNN/DailyMail 45 36 35
Baseline

CNN/DailyMail

Optimized 47 40 38
VnExpress Baseline 4.4 3.6 4.2
VnExpress

Optimized 46 39 44
BillSum Baseline 42 32 33
BillSum Optimized 4.4 3.5 3.5

Table 4: LLM-based scores (1-5) for contextual consis-
tency (Cons.), relevance (Rel.), and coherence (Coh.).
BillSum results verified by human annotators on a 200-
sample subset.

This adaptability is evident in its competitive
ROUGE, BERTScore and UniEval gains across
CNN/DailyMail, BillSum, and Vietnamese news.
Such results demonstrate that RoSRL effectively
generalizes across both high-resource and low-
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Dataset Avg. src length Avg. RoSRL
VnExpress 460 138
CNN/DailyMail 696 124
BillSum 1361 237

Table 5: Average word length of source documents
and RoSRL summaries on the test sets.

resource settings, surpassing static-heuristic extrac-
tive baselines while maintaining domain sensitivity.

6.2 Efficient: Resource-Conscious
Reinforcement Learning

RoSRL’s design emphasizes computational effi-
ciency, enabling scalable training and deployment
in resource-constrained environments. Leveraging
mixed-precision training and lightweight PPO up-
dates, RoSRL completes full training in under 7
GPU-hours per dataset on a single NVIDIA T4
(15GB), with peak memory usage below 6GB.
Length statistics in Table 5 show that RoSRL pro-
duces summaries between 124 and 237 words,
achieving aggressive compression for short-form
news and moderate compression for lengthy leg-
islative texts. This ability to tailor summary length
to document complexity ensures optimal trade-offs
between brevity and information preservation, fur-
ther supporting cross-domain usability.

6.3 Reliable: Factual Consistency and
Human-Aligned Quality

Reliability is reinforced through Lean-Proof Lite,
a lightweight validation module that ensures nu-
merical and entity-level consistency during extrac-
tion. Improvements in BERTScore, UniEval and
LLM-based evaluations confirm that RoOSRL de-
livers summaries with stronger semantic fidelity
and structural coherence. On BillSum, human
verification of 200 random test samples corrob-
orates GPT-4.0 evaluations, indicating that the ob-
served automatic metric gains translate into higher
human-perceived quality. This alignment between
model-based and human assessments underscores
RoSRL’s robustness as a dependable summariza-
tion framework.

7 Conclusion

This study introduced RoSRL, a reinforcement
learning framework for extractive summarization
that combines interpretable feature-based scor-
ing with the Lean-Proof Lite factual consistency

checker and the ADAPT_RULE mechanism for dy-
namic weight adaptation using PPO. This approach
ensures factual reliability and enables adaptation to
multiple domains without supervised fine-tuning.

Experiments on multiple news and legal datasets
show that ROSRL generates concise summaries that
preserve the core content and achieve reasonably
high quality in automatic evaluation, LLM-based
assessment, and human evaluation. UniEval re-
sults indicate consistent improvements across all
criteria, particularly in consistency, coherence, and
relevance, while maintaining high fluency.

However, as an extractive summarizer, RoSRL
is limited in its ability to naturally rephrase,
restructure sentences, and integrate informa-
tion—capabilities often seen in abstractive meth-
ods. The system also relies on predefined feature
functions and manually designed reward compo-
nents. Future work will focus on integrating a
lightweight abstractive summarization module, de-
veloping domain-adaptive feature learning to re-
duce manual tuning, and testing improvements on
low-resource and rare-language domains, with the
ultimate goal of creating a summarization system
that produces fluent, domain-adaptive outputs and
consistently excels across factuality, coherence,
and relevance.
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Parameter Value

DEFAULT_W [04, 04, 0.2, 0.6, 0.3,
0.7, 0.5]

DEFAULT_MIX a=057p8=03"~y=
0.2

DEFAULT_LAMBDA X\; = 0.45 (faithful-
ness), Ao = 0.20 (coher-
ence), A3 = 0.10 (length-
control), Ay = 0.25 (cov-
erage/relevance), A5 =
0.10 (section-coverage)

Table 6: Default initialization parameters used in
RoSRL.

Parameter Value

LEARNED_MIX a = 0558, g =

0.169, v = 0.272

LEARNED_LAMBDA )\ =
fulness), Ao = 0.192

(coherence), A3 = 0.102

(length control),
A = 0.226 (cov-
erage/relevance),
As = 0.212 (section
balance)
LEARNED_W [0.832, 0.818, 0.603,
0.546, 0.734, 1.121,
0.979]

0.269 (faith-

Table 7: Learned parameters at the best validation
step. Values correspond to the checkpoint with the
highest validation reward used for reporting. The order
of W matches the 7 features in §3.2

A Initialization Settings

Table 6 lists the default initialization parameters
for RoSRL. These values were manually tuned,
drawing on principles from prior empirical work in
extractive summarization (Carbonell and Goldstein,
1998; Erkan and Radev, 2004; Tang et al., 2022) re-
garding sentence centrality, redundancy reduction,
and structural balance. The weighting scheme pri-
oritizes faithfulness-related metrics, aligned with
recommendations from prior studies on minimiz-
ing factual errors in high-stakes domains (Maynez
et al., 2020; Ji et al., 2023).

Policy vs Rule chosen counts across rounds and Datasets
12000 BXA CNNDailyMail - Policy
CNNDailyMail - Rule
Vnexpress - Policy
10000 Vnexpress - Rule
EEE BillSum - Policy
EE® BillSum - Rule

8000

Count

6000

4000

2000

/
%

0 ] R2
Roll-out Rounds

Figure 2: Policy vs. Rule selection across rollout
passes. Each bar shows the number of documents
for which the policy-generated summary was chosen
over the rule-based reference (and vice versa) in rounds
R1-R3, for VnExpress, CNN/DailyMail, and BillSum.
Training logs indicate a consistent shift from rule domi-
nance to policy dominance as PPO adapts the weights
(cf. Algorithm 1).

Reward Moving-Average During Training (mean_R) — ADAPT_RULE

PPO Update Step

Figure 3: Reward moving average across PPO up-
dates (ADAPT_RULE). The document-level reward
steadily increases (about 1.0 to 1.8) without early-stage
oscillations, indicating that stabilizing A\ before updat-
ing {W, «, 8,~} prevents reward drift. Together with
Fig. 2, this supports the stability—then—adapt dynamics
of ADAPT_RULE.
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Description of the ChatGPT evaluation

You are a summary quality evaluation expert. Based on the
original source text, evaluate the extractive summary accord-
ing to the following three criteria. Each criterion is scored on
a scale from 1 to 5 (1 = very poor, 5 = excellent).
1. Contextual Consistency — The degree to which the sum-
mary preserves the meaning and context of the source text
without distortion or factual errors.

1: Many major factual/context errors

2: Some important details misrepresented or out of context

3: Mostly correct, with minor misleading points

4: Almost entirely accurate, negligible issues

5: Fully accurate and preserves context
2. Relevance — The extent to which the summary covers the
key content points.

Step 1: Identify and assign weights to each key content
point (total = 100%).

Step 2: Mark “Yes”/“No” for each point depending on its
presence in the summary.

Step 3: Score based on the total weight covered.
3. Coherence — The degree of logical connection between
sentences, clarity, and readability of the summary.

1: Disjointed, hard to read

2: Weak connections, frequent abrupt transitions

3: Moderate coherence, some breaks in flow

4: Good flow, clear and easy to follow

5: Excellent flow, natural and fully coherent narrative

Table 8: Description of the ChatGPT evaluation prompt.

B Prompt Evaluation

C Generation Samples
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Source document:

"SECTION 1. SHORT TITLE. This Act may be cited as the " Special Agent Scott K. Carey Public

Safety Officer Benefits Enhancement Act". TITLE I--EDUCATIONAL ASSISTANCE TO OFFICERS DISABLED IN THE LINE OF DUTY. SEC. 101.
BASIC ELIGIBILITY. Section 1212(a)(1) of the Omnibus Crime Control and Safe Streets Act of 1968 (42 U.S.C. 3796d-1(a)(1)) is amended-- (1) by striking

“‘a dependent" and inserting "‘an eligible dependent"; and (2) by striking *“education" and all that follows through the period at the end and inserting
““education.".

SEC. 102. APPLICATIONS; APPROVAL. Section 1213 of the Omnibus Crime Control and Safe Streets Act of

1968 (42 U.S.C. 3796d-2) is ded-- (1) in subsection (b)-- (A) by striking *"the dependent" each place it apears and inserting *"the applicant"; and (B) by
striking **the dependent's” each place it appears and inserting *“the applicant's"; and (2) in subsection (c), by striking **a dependent" and inserting **an
applicant". SEC. 103. RETROACTIVE BENEFITS.Section 1216(a) of the Omnibus Crime Control and Safe Streets Act of 1968 (42 U.S.C. 3796d-5(a)) is
amended to read as follows: '‘(a) Retroactive Eligibility.--Notwithstanding any other provision of law, but subject to the limitations of this subpart, an eligible
dependent of a public safety officer shall be eligible for assistance under this subpart if such an officer-- "*(1) dies in the line of duty on or after January 1.,
1978: or '*(2) becomes permanently and totally disabled as the direct result of a catastrophic injury sustained in the line of duty on or after January 1, 1978.".
SEC. 104. DEFINITIONS. Section 1217 of the Omnibus Crime Control and Safe Streets Act of 1968 (42 U.S.C. 3796d-6) is amended by adding at the end the
following new paragraphs. (...) TITLE II--SURVIVOR PENSIONSSEC. 201. SURVIVOR PENSIONS. Part L of the Omnibus Crime Control and Safe
Streets Act of 1968 is further amended by adding after section 1218 (42 U.S.C. 3796d-7) the following new subpart:

(...)""SEC. 1222. PAYMENTS TO BENEFICIARIES.__**(a) Beneficiaries Determined.--An annual pension under this subpart shall be paid to one or more
survivors of the deceased public safety officer as follows:

(1) If there is a surviving spouse of such officer, a pension equal to 80 percent of the applicable amount under section 1223(a), paid to the surviving spouse.
(...)(4) If none of the above, a pension equal to 20 percent of the applicable amount under section 1223(a), paid-- "(A) in the case of a claim
made on or after the date that is 90 days after the date of the enactment of this subparagraph, to the individual designated by such
officer as beneficiary under this subpart in the officer's most recently executed designation of beneficiary on file at the time of death with
such officer's public safety agency, organization, or unit. provided that such individual survived such officer; or '(B) if there is
no individual qualifying under subparagraph (A), to the individual designated by such officer as beneficiary under such officer's most
recently executed life insurance policy on file at the time of death with such officer's public safety agency. organization, or unit, provided
that such individual survived such officer. (...) TITLE III--PUBLIC SAFETY OFFICER SCHOLARSHIPS SEC. 301. PUBLIC SAFETY OFFICER
SCHOLARSHIPS. (a) In General.-- (1) Scholarship awards.--The Secretary of Education is authorized to award a Public Safety Officer scholarship, in
accordance with this title, to-- (A) any eligible applicant who is attending, or who has been accepted for attendance at, any eligible institution providing
instruction for one or more grades of kindergarten, elementary school, or secondary school; and (B) any eligible applicant who is enrolled, or has
been accepted for enrollment, as a full-time or part- time postsecondary student in any eligible institution providing a degree-granting program for one or
more postsecondary degrees.(2) Application.—(...) (2) Postsecondary awards.--For any academic year, the maximum amount of a scholarship award under
this section fora  postsecondary student shall not exceed the lesser of the following: (A) The average cost of attendance (as defined in

section 472 of the Higher Education Act of 1965 (20 U.S.C. 1087kk)), (...) SEC. 302. ADDITIONAL AWARD REQUIREMENTS.SEC. 303.
AGREEMENTS WITH ELIGIBLE INSTITUTIONS. For the purposes of this title, the Secretary is authorized to enter into agreements with eligible
institutions in which any student receiving a scholarship award under this title has enrolled or has been accepted for enrollment.

SEC. 304. TREATMENT OF SCHOLARSHIPS FOR PURPOSES OF FINANCIAL AID. (...) SEC. 305. DEFINITIONS.

In this title: (1) Deceased or disabled officer.--The term “*deceased or disabled officer" means a public safety officer with respect to whom the
Bureau of Justice Assistance has determined, in accordance with section 1201 of the Omnibus Crime Control and Safe Streets Act of 1968 (42 U.S.C.
3796) (...)SEC. 401. COMPENSATION IN CASE OF DEATH. Section 8133(b)(1) of title 5, United States Code, is amended by striking **or remarries before reaching
age 55".SEC. 402. BENEFITS DEFINITION CONFORMING AMENDMENT.  Section 1204 of the Omnibus Crime Control and Safe Streets Act of 1968 (42 U.S.C.
3796b) is amended by striking **As used in this part--" and inserting **Except as otherwise expressly provided, as used in this part--""

Figure 4: BillSum comparison (long sample). The source document contains 2,741 words; In the qualitative
comparison, the baseline selects underlined sentences from the source, while the optimized version highlights
yellow sentences. Both RoSRL (baseline) and RoSRL (Optimized) compress it to roughly ~1/5 length. Factual
consistency: both preserve statutory provisions without adding unsupported claims. Relevance: the Optimized
version covers a broader set of core sections (adds Scholarships and Survivor Pensions details in addition to Title I),
while the baseline focuses on Title I and parts of Title II. Coherence: the Optimized version groups related provisions
more clearly, whereas the baseline reads like disjoint excerpts.

Reference summary. Special Agent Scott K. Carey Public Safety Officer Benefits Enhancement Act — Amends the Omnibus
Crime Control and Safe Streets Act of 1968 to extend: (1) educational benefits to public safety officers who become permanently
and totally disabled in the line of duty and to their spouses and children; (2) allow payment of retroactive benefits to dependents
of such disabled officers; and (3) establish a program of pension payments for certain survivors of deceased public safety
officers. Authorizes the Secretary of Education to: (1) award a Public Safety Officer scholarship to disabled public safety
officers, their spouses, and their children; and (2) enter into agreements with educational institutions to carry out such
scholarship program. Amends federal personnel law to allow widows or widowers of federal employees killed on the job to
continue to receive monthly compensation even if they remarry before reaching age 55.
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Source document:

Thousands of people flocked to San Francisco's Golden Gate Bridge on Sunday for a spectacular celebration of the famous landmark's 75th birthday. But a
less cheery presence at the festivities was this display of 1,558 shoes representing those who have killed themselves by jumping off the bridge into the San
Francisco Bay. (..). 'We're still losing 30 to 35 a people a year off the bridge.' Poignant: These 1.558 pairs of shoes represent all the people who have
committed suicide by throwing themselves off the Golden Gate Bridge . Moving: The shoes were installed by the Bridge Rail Foundation, which pushes to cut
down on the number of suicides at the bridge . The day-long party attracted pleasure boats. tug boats and other vessels to the waterfront ahead of a magnificent
evening fireworks display. Crowds gathered for the exciting events taking place along the shoreline from Fort Point, south of the bridge, to Pier 39 along The
Embarcadero. Many walked and biked across the 1.7-mile-long bridge bridge before rounding off the day by watching the nighttime show over the city's
enduring symbol. Memorable sight: Fireworks explode over the Golden Gate Bridge as of its 75th anniversary celebrations draw to a close .(...). Since it
opened in 1937, more than 2billion vehicles have crossed the mammoth structure. The imposing tourist attraction was named after the Golden Gate Strait, the
entrance of water to San Francisco Bay from the Pacific Ocean, which was championed by engineer Joseph Strauss in the 1920s. Dazzling: The steel
suspension bridge was bathed in colour and pleasure boats and tugs encircled the water beneath (...). Workers represented by the Inlandboatmen's Union
walked off the job on a day strike, forcing the cancellation of ferries operated by Golden Gate between Larkspur, Sausalito and San Francisco. (...) .
Shimmering delight: The water was bathed in gold and scarlet as the 18-minute extravaganza brought a day-long party to an end . California Governor Jerry
Brown issued a statement on Saturday evening, saying that he was appointing a board to investigate the strike, which he said had disrupted public service. Ms
Secchitano disputed the governor's claim, questioning the motivation to call for an investigation after a one-day strike and saying: '[This is] an action to try to
silence us. 'They're counting on this process to back our membership off the issue.' Service resumed Sunday when workers returned to work. (...) Eleven men
died during construction from 1933 to 1937 - ten of them when scaffolding fell through a safety net that had been set up to protect workers. The conditions
were difficult, cold, foggy and windy, and workers who helped construct supports for the south tower had to contend with dangerous tides. The current retrofit
project is expected to extend the bridge's lifespan by another 150 years.

RoSRL (baseline Summary):

Thousands of people flocked to San Francisco's Golden Gate Bridge on Sunday for a spectacular celebration of the famous landmark's 75th birthday. Poignant: These 1,558
pairs of shoes represent all the people who have committed suicide by throwing themselves off the Golden Gate Bridge . The day-long party attracted pleasure boats, tug
boats and other vessels to the waterfront ahead of a magnificent evening fireworks display. Crowds gathered for the exciting events taking place along the shoreline from Fort
Point, south of the bridge, to Pier 39 along The Embarcadero.Workers represented by the Inlandboatmen's Union walked off the job on a day strike, forcing the cancellation
of ferries operated by Golden Gate between Larkspur, Sausalito and San Francisco.

RoSRL (optimized Summary): Thousands of people flocked to San Francisco's Golden Gate Bridge on Sunday for a spectacular celebration of the famous
landmark's 75th birthday. But a less cheery presence at the festivities was this display of 1,558 shoes representing those who have killed themselves by jumping
off the bridge into the San Francisco Bay. 'We're still losing 30 to 35 a people a year off the bridge.' Memorable sight: Fireworks explode over the Golden Gate
Bridge as of its 75th anniversary celebrations draw to a close . Since it opened in 1937, more than 2billion vehicles have crossed the mammoth structure.
Shimmering delight: The water was bathed in gold and scarlet as the 18-minute extravaganza brought a day-long party to an end .

Reference sumary:'"Bridge Rail Foundation erected a moving display of 1,558 pairs of shoes to represent those who have jumped from the bridge to their
death .Landmark was heralded as engineering marvel when it opened in 1937 as the Great Depression came to an end ."

Figure 5: CNN/DailyMail. Source document: 1,004 words; baseline: 118 words; optimized: 120 words (<1/8.5
each). Compared to baseline, optimized preserves key facts (75th anniversary, 30-35 suicides/year, over 2 billion
vehicles, 18-minute extravaganza..), improves relevance by omitting strike details, and enhances coherence by
logically sequencing celebration, memorial, and historical context.
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Source document:
B6 Lao dong Thuong binh va Xa hmdexuat nghi Tét Am lichtir 26 théng chap dén hét mung 5 théng giéng (25/1-2/2/2025). gom

ngay nghi chinh thirc, 4 ngay nghi cu01 tudn. Bo da guri van ban xm y kién 16 co quan, bd nganh vé phuong uhl Tét Am hch
2025 trude khi trinh Thu twéng quyét dinh. T6i thiy ndm nao vao tAm ndy ciing c6 tin dé xudt phuong én nghi Tét. Roi sau d6 mot
thoi gian méi c6 tin vé lich nghl chinh thirc. Mot bai viét vio nam 2022 giai thich vi saolich nghi Tét kho cb dinhla do ngay nghi
chinh thirc ¢6 thé tring cudi tudn, xen k& véi ngay lam viéc  va cén ap dung nghi bu hodc hoén dbi. Nhiéu nguoi noi khong nén tiéu
hao nhiéu thoi gian va nang lugng, chi dé ban bac t6i lui m01 lich nghi Tét. >>'Di dén lic ngudi Viét dugc thong tha nghi Tét chin
ngay' Nhung theo t6i, 4t han By Lao Dong ciing chang mudn nim nao ciing xin y klen 16 co quan, bo nganh. Theo Luat Lao dong
2019, moi nam, ngudi lao dong duoc nghi 5 ngay Tét am lich. Tuy nhién, trén thuc té, sb ngay nghi Tét hang nam déu nhidu hon 5
ngay ndy chinh nho hoén dbi, nghi bui. Va luat ciing chi quy dinh so ngay, ma khong ndi 13 la nghi bal dAu tir ngdy nao, nén phai xin
y kién. Téi cho rang, néu nhu 5 ngay nghi Tét 1a it (vi trén thuc té rat nhleu nguoi lao dong ¢ xa da mat hai ngay di lai, s6 ngay &
bén gia dinh khong nhiéu, thi nén dé xuat tang thém so ngay nghi Tét. Lay vi du nhu dé xuat s ngay nghi Tét At Ty 2025 1a 9 ngay,
thi c0 dinh s6 ngay nghi la 9. Sau do ¢b dinh luon moc thoi gian nghi, vi du tir 26 thang Chap nam cii den mung 5 Tét. Sau Tét, néu
roi vao ngay cudi tudn thi vin di lam binh thuong. Diéu nay Trung Qudc da ap dung. Vi du: L& Quoc té Lao dong lich tiéu chudn ho
dugc nghi mot ngay. Tiy thudce timg nim s& ¢6 thay ddi, nim 2024, nghi tir ngay 1 dén ngay 5/5, tong cong ¢6 5 ngay nghi. Lam
viéc bu vao ngay 28/4 (Chu Nhat) va ngay 11/5 (Tha Bay). *Quan dlém ciia ban thé nao? Chia sé bai viéttai day Vinh Phan
RoSRL (Baseline Summary): B6 Lao dong Thuong binh va Xa hmdexuat nghi Tét Am lichtir 26 thang chap dén hét mung 5 thang
giéng (25/1-2/2/2025), gdm 5 ngay nghi chinh thuc, 4 ngay nghi cu01 tudn. B§ da giri van ban xin y kién 16 co quan, bd nganh vé
phuong én nghi Tét Am lich 2025 trude khi trinh Thu tuéng quyét dinh. T6i thiy ndm nao vao tAm nay ciing c6 tin d& xuit phuong
an nghi Tét. Roi sau d6 mot thoi gian méi c6 tin vé lich nghi chinh thirc. Mot bai viét vao nam 2022 gidi thich vi saolich nghi Tét
kho ¢b dinhla do ngay nghi chinh thirc c6 thé tring cudi tudn, xen k& véi ngdy lam vi¢e va cén 4p dung nghi b hodc hoén dbi.
RoSRL (Optimized Summary): B Lao dong Thuong binh va Xa hondexuat nghi Tét Am lichtir 26 thang chap dén hét mung 5
thang giéng (25/1-2/2/2025), gom 5 ngay nghi chinh thic, 4 ngay nghi cu01 tudn. B da guri van ban xin y kién 16 co quan, bd
nganh vé phuong 4n nghi Tét Am lich 2025 trude khi trinh Thu tuéng quyet dinh. T61 théy nam nao vao tim ndy ciing c6 tin dé xuét
phuong an nghi Tét. Mot bai viét vao nam 2022 giai thich vi saolich nghi Tét kho cb dinhla do ngdy nghi chinh thtre c6 thé tring
cudi tudn, xen k& voi ngay lam viéc va cén 4p dung nghi bu hodc hoan dbi. Toi cho ring, néu nhu 5 ngay nghi Tét1a it (vi trén thyue
té rat nhiéu ngudi lao dong & xa da mét hai ngay di lai, s6 ngay & bén gia dinh khong nhiéu, thi nén dé xut ting thém sé ngay nghi
Tét.
Reference Summary: B Lao dong dé& xut nghi Té Am lich 2025 tir 26 thang Chap dén ming 5 thang Giéng (9 ngay, 2bm 5 ngay
ngh1 chinh thtre va 4 ngay cudi tudn), dang choy kién cdc bd nganh trude khi trinh Thu tuéng. Téc gia cho rang thay vi hang ndm
xin ¥ kién vé lich nghi Tét, nén xem xét ting s6 ngay nghi Tét 1én 9 ngay ¢6 dinh va cd dinh thoi gian nghi, twong tu nhu cach
Trung Quédc thyc hién, dé ngudi lao dong cé thoi gian nghi ngoi tron ven.

Figure 6: VNExpress. Both summaries preserve factual accuracy on key points: the holiday period (lunar Dec
26-Jan 5; Jan 25-Feb 2, 2025; 5 official + 4 weekend days), the consultation with 16 agencies before submission to
the Prime Minister, and the reason the schedule is not fixed (overlap with weekends requiring adjustments). The
optimized version adds the author’s viewpoint that 5 days are insufficient due to travel time, suggesting an extension,
thus adding information and improving narrative coherence compared to the baseline.
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