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Abstract

This paper proposes a method for dependency-
aware word prediction performed simultane-
ously with word input to enhance the perfor-
mance of real-time natural language process-
ing tasks, such as complementary response
generation in dialogue systems and simultane-
ous machine interpretation. The characteris-
tics of our method are as follows: 1) the tar-
gets of the word prediction are not the imme-
diate next words but non-inputted words that
have a dependency relation with any of the in-
putted words, and 2) the word prediction is
integrated with incremental dependency pars-
ing. We performed experiments on predict-
ing non-inputted words that have a dependency
relation with any of the inputted words, and
compared the results with human performance,
which confirmed the feasibility of our method.
Furthermore, to verify the usefulness of our
method for complementary response genera-
tion, we evaluated the agreement between ac-
tual complementary responses and the words
predicted by our method. In addition, we
compared the results with those obtained by
a large language model (LLM). The results
demonstrated that our method can predict main
parts of actual complementary responses with
higher performance than the LLM, which indi-
cates that our method can provide informative
cues with little noise for the complementary re-
sponse generation.

1 Introduction

Several natural language processing tasks, such
as dialogue systems (Nakano et al., 2000; Chiba
and Higashinaka, 2025; Liu et al., 2022) and si-
multaneous machine interpretation (Wang et al.,
2024; Ryu et al., 2006; Gu et al., 2017), require
real-time responses, and a common requirement
of such systems is to execute processing simul-
taneously with time-continuous input of sentence
components. Previous studies have investigated

Input
BEL BT Aot 271 Blaie
(famous) | |(in a cram school) | | (after enrolling) | | (my grades)| | (before)
Our method
Output
"EL BT AotdhE 27153 LlEie

(famous) | [(in a cram school)| | (after enrolling) | | (my grades)

inputted [non-in
—

(before) || ¢

putted
simultaneous machine
interpretation
My grades improved
° compared with before ...
&
Figure 1: Examples demonstrating the effectiveness of

predicting non-inputted words that have dependency re-
lations with any of the inputted words.

complementary
response generation

EbotATTD?

(improved?)

ways to improve the performance of these real-
time tasks by predicting non-inputted parts of a sen-
tence through next word prediction (Alinejad et al.,
2018; Tsunematsu et al., 2020; Ouyang et al., 2025;
Ekstedt and Skantze, 2021).

In contrast, among these tasks, especially in
tasks such as complementary response generation
for Japanese and simultaneous machine interpre-
tation between languages with divergent word or-
der (e.g., Japanese-English), situations arise where
predicting words that have a dependency relation
with any of the inputted words is more benefi-
cial than next word prediction (Oda et al., 2015).
For example, in complementary response genera-
tion, it is necessary to concisely complement the
speaker’s utterance; thus, it is important to predict
non-inputted words that have a dependency rela-
tion with any of the inputted words. In addition, in
simultaneous Japanese-English interpretation, pre-
dicting predicates that have a dependency relation
with any of the inputted words at an early stage en-
ables faster interpretation (Matsubara et al., 2000;
Grissom II et al., 2016; Li et al., 2020). As shown
in Figure 1, predicting a non-inputted word “_E#H*
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27 (improved), which has dependency relations
with the inputted words “A o 7= #&” (after en-
rolling) and “AY#&(3 (my grades), allows systems
to generate a complementary response or perform
machine interpretation simultaneously. However,
to the best of our knowledge, no previous study has
focused on non-inputted words that have a depen-
dency relation with any of the inputted words as
prediction targets.

Thus, this paper proposes a method for
dependency-aware word prediction, i.e., the
prediction of non-inputted words that have a de-
pendency relation with any of the inputted words,
simultaneously with word input for Japanese. In
our method, the word prediction is integrated with
incremental dependency parsing, which identifies
dependency relations between the inputted and
non-inputted words, and both processes are
performed jointly in an end-to-end manner. As
shown in Figure 1, given a sequence of inputted
words, our method identifies dependency relations
and the non-inputted words involved in those
relations. This approach is based on the following
hypothesis: when humans predict non-inputted
parts of a sentence, they implicitly anticipate both
the syntactic structure and the non-inputted words
simultaneously.

The remainder of this paper is organized as fol-
lows. Section 2 describes related work. Section
3 explains our method in detail. Section 4 de-
scribes experiments conducted to evaluate the per-
formance of our method, and Section 5 examines
how accurately the method can predict the heads
of complementary responses. Finally, the paper is
concluded in Section 6.

2 Related Work

2.1 Next Word Prediction

Numerous previous studies have investigated ways
to improve the performance of real-time natural
language processing tasks by predicting the non-
inputted parts of a sentence based on next word
prediction (Alinejad et al., 2018; Tsunematsu et al.,
2020; Ouyang et al., 2025; Ekstedt and Skantze,
2021). For example, focusing on real-time tasks,
Tsunematsu et al. (2020) were the first to formal-
ize the task of completing the remaining word se-
quence given the first 25%, 50%, and 75% of
a sentence, and they proposed a method for this
completion. In addition, in the simultaneous ma-
chine interpretation context, Alinejad et al. (2018)

proposed a method to predict the next word of
an inputted sequence of words based on an RNN,
and Ouyang et al. (2025) proposed a method to
predict multiple word sequence candidates com-
ing after the inputted word sequence based on a
large language model (LLM). Focusing on dia-
logue systems, Ekstedt and Skantze (2021) pro-
posed a method to predict a specified number of
words following the inputted word sequence by
GPT-2.

2.2 Application-Side Requests

As discussed in Section 1, in various tasks, includ-
ing complementary response generation and simul-
taneous interpretation between languages with dif-
ferent word orders, it is particularly important to
predict non-inputted words that have a dependency
relation with any of the inputted words. How-
ever, the above-mentioned approaches based on
next word prediction merely predict a sequence of
non-inputted words by repeatedly predicting the
next word, without explicitly identifying which of
the predicted words has a dependency relation with
any of the inputted words. In addition, the ap-
proach based on next word prediction has a known
issue, where the prediction accuracy tends to de-
grade due to error propagation (Zhang et al., 2023;
Qian et al., 2025).

To address these issues, this study takes an ap-
proach that directly predicts non-inputted words
that have a dependency relation with any of the in-
putted words. To the best of our knowledge, no
previous study has focused on non-inputted words
that have a dependency relation with any of the in-
putted words as the prediction targets. However,
as a related approach, there exist some studies that
have proposed methods to predict the final verb
of a sentence (Matsubara et al., 2000; Grissom II
et al., 2016; Li et al., 2020). For example, Mat-
subara et al. (2000) performed early prediction of
verbs based on noun phrases and reported the effec-
tiveness of this method in simultaneous interpreta-
tion. Additionally, Grissom II et al. (2016) com-
pared human performance with a statistical model
in the verb prediction using incomplete Japanese
and German sentences, and Li et al. (2020) pro-
posed a method to predict the final verb using a
neural model. These methods focus solely on the
final verb; however, our approach differs from
these existing approaches because it aims to pre-
dict all non-inputted words that have a dependency
relation with any of the inputted words.
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Figure 2: Overview of our method.

3 Word Prediction Integrated with
Incremental Dependency Parsing

This section describes our method to predict non-
inputted words, i.e., head words' of non-inputted
bunsetsus that have a dependency relation with any
of the inputted bunsetsus, for Japanese sentences.
A bunsetsu is a linguistic unit in Japanese that
roughly corresponds to a basic phrase in English.
A bunsetsu comprises one independent word and
zero or more ancillary words. In Japanese, a depen-
dency relation is a modification relation in which a
modifier bunsetsu is dependent on a modified bun-
setsu, which is expressed as “a modifier bunsetsu
— a modified bunsetsu” in this paper.

3.1 Overview of Our Method

Our method end-to-end identifies a structure, as
shown in the output of Figure 1 whenever a bun-
setsu b; (1 <t < n) is inputted for a sentence com-
prising n bunsetsus b, --- b,,. In other words, our
method identifies not only the dependency struc-
ture, which also includes the dependency relations
between inputted and non-inputted bunsetsus, but

'Our definition of a head follows that of Uchimoto et al.
(1999), except that auxiliary verbs are excluded. In addition,
non-independent words are generally not considered head
words but are accepted as the heads when no other candidate
exists within the bunsetsu.

also each head word of the non-inputted modified
bunsetsus?.

An overview of our method is shown in Figure
2. The input to the encoder is the inputted bunsetsu
sequence B; = b, --- b;. More precisely, the token
sequence of B; is inputted with additional special
tokens [UND] and [ROOT], which are described
later. We append two independent fully connected
layers to the final layer of the encoder. Here, the
first fully connected layer parses the modified bun-
setsu of each inputted bunsetsu, and the second
fully connected layer predicts the head word of
each non-inputted modified bunsetsu.

The model was trained using multi-task learn-
ing, which jointly optimizes word prediction and
dependency parsing. In addition, the total loss is
calculated as the weighted sum of the losses for
each task with the weighting coefficient 1 as fol-
lows:

Loss = 4 X LOSSWOrdJJI'CdiCtiOH
+ (1 - l) X LOSSdeCHdCHCyJJaI‘Sng (1)

Here, we adopt the cross-entropy loss as the loss
for each task.

2Non-inputted modified bunsetsus are those that have de-
pendency relations with any of the inputted bunsetsus because
we assume that no dependency is directed from right to left,
which is almost true in Japanese.
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3.2 Word Prediction

Following the previous study (Yoshida and Kawa-
hara, 2022), our method introduces a special token
[UND], which denotes an undetermined token as
a head word of a non-inputted modified bunsetsu.
This special token is added as many as the num-
ber of inputted bunsetsus, assuming each inputted
bunsetsu is dependent on a different non-inputted
bunsetsu.

To predict each [UND] token, the model com-
putes the probability distribution over words in
the vocabulary and selects the word with the high-
est probability. Here, to process a special token
[UND] that has no dependency relation with any
of the inputted bunsetsus, we introduce a special
token [NPD] and train the model to output [NPD]
as the token for such [UND] tokens. This design is
intended to prevent unnecessary word predictions.

3.3 Incremental Dependency Parsing

Following Shibata et al. (2019), our method for-
mulates dependency parsing as a head-selection
problem (Zhang et al., 2017). Specifically, for
each head word of an inputted bunsetsu, the model
predicts the index of the corresponding modified
bunsetsu. We model the dependency relations
between bunsetsus through word-level, more pre-
cisely, token-level parsing.

We add a [ROOT] token to the end of the input
sequence and set [ROOT] as the modified bunsetsu
for the head word of the sentence-level root bun-
setsu. The index of a [UND] token, which repre-
sents a non-inputted bunsetsu, is selected when the
model decides that the modified bunsetsu has not
yet been inputted.

4 Experiment

To evaluate the feasibility of our method to pre-
dict non-inputted modified bunsetsus, we con-
ducted experiments using Japanese lecture speech
transcripts and compared the performance of our
method with that of a human.

4.1 Dataset

In this study, we used Japanese lecture speech from
the Simultaneous Interpretation Database (SIDB)
(Matsubara et al., 2002). This dataset is anno-
tated with morphological tags, bunsetsu bound-
aries, clause boundaries, and dependency relations,
all of which have been corrected manually. Note

that the morphological tags are annotated based on
the IPA dictionary.

We performed 16-fold cross-validation to evalu-
ate the performance of our method. Here, in each
fold, one of the 16 lectures served as the test set,
and the remaining 15 lectures were used for train-
ing. This procedure was repeated once for each
lecture. We used two of the 16 lectures as a devel-
opment set and evaluated the model’s performance
on the remaining 14 lectures.

We created the training data incrementally. In
other words, whenever a new bunsetsu was in-
putted, we generated a single instance correspond-
ing to the inputted bunsetsu sequence to create the
training data. Thus, each sentence produced as
many instances as it has bunsetsus. Using all in-
stances to train our model may lead to overfitting.
In this experiment, following Yoshida and Kawa-
hara (2022), we prevented overfitting by limiting
the incrementally created data used for training to
5% of all generated instances.

4.2 Evaluation Metrics

For performance evaluation, we compared the per-
formance of our model with that of a human (Unno
etal., 2024). Here, a single annotator predicted the
non-inputted modified bunsetsus and performed in-
cremental dependency parsing on the test set. In
other words, the annotator predicted the structure
shown in Figure 1.

We evaluated the word prediction performance
for non-inputted modified bunsetsus using recall,
precision, and F1 score. Here, recall is defined as
the percentage of modifier bunsetsus whose modi-
fied bunsetsu’s head word was predicted correctly
out of all modifier bunsetsus whose modified bun-
setsus were non-inputted in the gold dependency
structure. Precision is defined as the percentage
of modifier bunsetsus whose modified bunsetsu’s
head word was predicted correctly out of all modi-
fier bunsetsus whose modified bunsetsus were non-
inputted in the parsed dependency structure. Fig-
ure 3 shows an example of the evaluation metrics
calculation for word prediction. Even if the top-
1 prediction was incorrect, the appearance of the
correct word in the higher-ranked list can bene-
fit downstream modules or human users. Thus,
we adopted top-k (k = 1,2, 3,4, 5) and evaluated
performance by determining whether the correct
words were included in the top-k outputs of our
method.

To evaluate the incremental dependency pars-
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Gold structure

e Bic AotbE sl (s |[f B~ 1 Eaes |
(famous) | [(in a cram school) | |(after enrolling)| [(my grades)| | (before) E(comparedwi!h)f;(imprmed)i
inputted |non-inputted
Parsed structure N - >
TS B Aotme || m@k |[wEe || Exo |
(famous) | [(in a cram school) | |(after enrolling)| [(my grades)| | (before) 3(impmvcd)5
inputted |non-inputted
R
# v 1 P # v 1
Recall=——==  Precision=——==-
# 3 # 2

Figure 3: Example of evaluation metrics calculation for
word prediction.

Table 1: Results for word prediction of non[linputted
modified bunsetsus.

Recall Precision  F1
ours (top-1) 7.76 8.04 7.90
ours (top-2) 11.46 11.87 11.66
ours (top-3) 14.42 1494 14.67
ours (top-4) 16.52 17.11 16.81
ours (top-5) 18.34 19.00 18.67
human (top-1) | 11.26 1091 11.08

ing, we classified each dependency according to
whether its modified bunsetsu had already been in-
putted or was still non-inputted, and we computed
the recall, precision, and F1 score values separately
for the two categories. Here, recall is defined as
the percentage of correctly parsed dependency rela-
tions out of all dependency relations in the gold de-
pendency structure. Precision is defined as the per-
centage of correctly parsed dependency relations
out of all dependency relations in the parsed de-
pendency structure.

4.3 Implementation

We implemented our model using PyTorch?, and
we employed the publicly available pre-trained
Japanese BERT model released by Tohoku Univer-
sity* as the encoder. As a result of hyperparame-
ter tuning on the development set, we set the batch
size to 4, the learning rate to 1le-5, the number of
training epochs to 10, and the loss-weighting coef-
ficient A to 0.6. For this evaluation, we varied the
random seed, trained five models, and computed
the average value of each evaluation metric.

4.4 Experimental Results

4.4.1 Results for Word Prediction

Table 1 shows the evaluation results for word pre-
diction of non-inputted modified bunsetsus. As
can be seen, the F1 score obtained by our method
increased consistently as the number of candi-
dates increased from top-1 to top-5. In addi-
tion, from top-2 to top-5, our method achieved F1
scores that exceeded the human-level performance,
which confirms the feasibility of our method.

In contrast, with our method, the F1 score of
the top-1 was 3.28 points lower than that of the
human, which indicated that our method still falls
short of human-level accuracy when limited to a
single output. Possible improvements include re-
fining the prediction mechanism and re-ranking
candidate outputs. We leave these directions for
future work.

4.4.2 Results for Incremental Dependency
Parsing

Table 2 shows the evaluation results for incremen-
tal dependency parsing. As shown, our method
achieved similar performance in cases where the
modified bunsetsus were non-inputted (F1 score:
72.30) and where they were already inputted (F1
score: 70.53). These results demonstrate that our
method can identify dependency relations involv-
ing for non-inputted bunsetsus.

Compared with human performance, the gap in
F1 score was 6.19 points when the modified bun-
setsu was non-inputted; however, this gap widened
to 17.49 points when the modified bunsetsu was
already inputted. This result confirms that there is
room to improve our method.

4.5 Discussion

Our method formulates word prediction and in-
cremental dependency parsing as two separate
tasks, and it accomplishes both tasks in a sin-
gle framework by solving them simultaneously
through multi-task learning. However, the outputs
of the two tasks are not always mutually consistent.
As shown in Figure 4, two types of inconsistencies
can occur. First, our method may output [NPD]
as a head word of a non-inputted bunsetsu even
though it has determined that the non-inputted bun-
setsu has dependency relations with any of the in-
putted bunsetsus. Second, our method may output
3https://pytorch.org/

*https://huggingface.co/tohoku-nlp/
bert-base-japanese-whole-word-masking
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Table 2: Results for incremental dependency parsing.

inputted non-inputted
Recall Precision Recall Precision  FlI

ours 71.35 69.73 70.53 | 71.05 73.60 72.30

human | 87.77 88.28 88.02 | 79.74 77.29 78.49
complementary response requires understanding
| B ot | e |[HRe ||| B ii\mpm . the content of the speaker’s narrative and predict-
(fomous)||in 2 cram schoob)|{(ater enroling)]{(my grades] Gefore) [ f(compared w1 i ing what the speaker will say; thus, producing such
responses is known to be highly effective in con-
| i o sty s e (| o | oot i o) VEYIN an attentive listening attitude. Figure 5
inpugted |nonginputted shows an example of a complementary response.

Figure 4: Examples where word prediction and incre-
mental dependency parsing are inconsistent.

a token other than [NPD] as the head word for a
non-inputted bunsetsu, that is determined to not
have such a relation. In both cases, the outputs of
the word prediction and incremental dependency
parsing do not align with each other.

To examine the consistency of the outputs of the
two tasks in our method, we calculated the follow-
ing two percentages.

* The percentage of [UND] tokens predicted to
be tokens other than [NPD] among those de-
termined parsed to have dependency relations
with any of the inputted bunsetsus.

* The percentage of [UND] tokens parsed to
have dependency relations with any of the in-
putted bunsetsus among those predicted to be
tokens other than [NPD].

We found that the former and latter percentages
were 97.53% and 95.77%, respectively, which in-
dicates that the outputs of the two tasks are mainly
consistent. However, a portion remains inconsis-
tent. Addressing such cases will be the focus of
future work.

5 Application of Our Method

This section evaluates whether predicting non-
inputted modified bunsetsus using the our method
is helpful for downstream tasks. Here, we focus
on complementary response generation in dialogue
systems as a specific downstream task.

A complementary response is a type of respon-
sive utterance that conveys attentive listening (at-
tentive listening response) to a narrative and com-
plements the speaker’s narrative. Generating a

In this example, a listener has predicted the non-
inputted word “Kf” (a dog person) on the basis
that the adversative conjunction “|F & (but) is fol-
lowed by the clause “J&R7S > 7= (1 used to be
a cat person), and produced a complementary re-
sponse. As shown in this example, the element that
the listener predicts and provides as a complemen-
tary response (i.e., “AX” (a dog person) in this
case) is frequently not the immediate next word.
More frequently, it is a modified bunsetsu that has
a dependency relations with an inputted bunsetsu,
e.g., “FRIE2TCATTIFE” (I used to be a
cat person, but) in this figure, and appears later in
the speaker’s narrative, after at least one interven-
ing word (refer to Appendix A). Thus, in comple-
mentary response generation, our method to pre-
dict non-inputted modified bunsetsu is expected to
be effective.

Accordingly, we assessed the effectiveness of
our method for complementary response genera-
tion by examining how accurately it predicts the
head word of the final bunsetsu that forms the com-
plementary response (referred to as the head word
of the complementary response). Specifically, we
evaluated the agreement between the head words
of the non-inputted modified bunsetsu predicted
by our method and the head words of the com-
plementary responses. We demonstrate that our
method predicts the head words of the complemen-
tary responses with higher accuracy by comparing
with an LLM-based method that predicts the non-
inputted parts by repeating the next word predic-
tion.

5.1 Responsive Utterance Corpus

In this experiment, we used the Responsive Ut-
terance Corpus (Ito et al., 2022)°, which contains

SWe did not use the Responsive Utterance Corpus (Ito
et al., 2022) in the experiments discussed Section 4 because
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BHIRWRE>ATTIFE..

(I used to be a cat person, but...)

speaker
A complementary response
RIRTTH ? listener
(A dog person?)

b 4

Figure 5: Example of a complementary response.

Z3HBATYT., STRI DY RIRTY

(Exactly, I’m completely a dog person now.)

Prompt

System Prompt:

A partial narrative is provided as input.

Predict the sentence that follows this narrative.

Output only your prediction. Do not repeat the
input narrative.

Do not add any character decoration or markup.

User Prompt:
{narrative}

Figure 6: Prompt used in the experiment (English trans-
lation).

148,952 attentive listening responses produced by
11 annotators while listening to the narrative au-
dio. JELico (Aramaki, 2016), which is a corpus
of narratives produced by elderly people, was em-
ployed for the narrative audio. The collected atten-
tive listening responses are classified into 16 cat-
egories, including complementary responses, and
the corpus contains a total of 614 complemen-
tary responses. Note that annotators produced
their responses offline while listening to the pre-
recorded narrative audio; thus, the content of those
responses could not influence the subsequent pro-
gression of the narratives. As a result, the speaker
never omits or withholds the content of the com-
plementary responses.

5.2 Experimental Settings

In this experiment, we divided the 2,156 narrative
sentences in the Responsive Utterance Corpus into
447 sentences for testing, 446 sentences for devel-
opment, and 1,263 sentences for training. Note
that the annotators of the corpus did not always pro-
duce a complementary response for each sentence.
The 447 test sentences contain 141 complementary

it lacks manually annotated gold-standard dependency infor-
mation.

responses, and the 446 development sentences con-
tain 123. In this experiment, we treated each point
at which a complementary response occurred as
a prediction point. Here, we used the narrative
from the beginning of the sentence up to the point
where the complementary response was produced
as the input at each point. Both our method and
the LLM-based method predicted the non-inputted
parts. For this evaluation, we calculated the agree-
ment between the predicted head words and the
head words of the complementary responses for
each prediction method.

To train our method, we further fine-tuned the
model trained with SIDB in the experiment de-
scribed in Section 4, using the training part of the
Responsive Utterance Corpus. We generated data
instances for each of the 1,263 training sentences®
using the procedure described in Section 4.1, and
we trained the model on these data. Based on tun-
ing with the development data, we set the hyperpa-
rameters of our method to a batch size of 5, learn-
ing rate of le-5, three training epochs, and a loss-
weight coefficient 4 of 0.7.

5.3 LLM-based Method

We employed GPT-4.17 as the compared method
and instructed it to predict the sentence in the nar-
rative that follows the point at which the com-
plementary response occurs. Table 6 shows the
prompt used in this evaluation. Here, we first pro-
cessed each sentence generated by the LLM us-
ing CaboCha (Kudo and Matsumoto, 2003) to ap-
ply morphological analysis and bunsetsu segmen-
tation. Then, we determined the head word of each
bunsetsu from the resulting parse.

5.4 Evaluation Metrics

We used two evaluation metrics, i.e., recall and pre-
cision. Here, recall is defined as the proportion
of the 141 complementary responses in the test set
whose head words were predicted correctly. A pre-
diction was considered correct if at least one of the
head words predicted by each method for the non-
inputted bunsetsus matched the head word in the
complementary response. Precision is defined as
the proportion of the predicted non-inputted bun-
setsus whose head word matches the head word
of the complementary response. In the evaluation,
we used five predictions results obtained by each

%Here, we used the dependency information parsed by us-
ing CaboCha because this data lacks the manual annotation.
"https://openai.com/index/gpt-4-1/
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Table 3: Results for predicting head word of the complementary responses.

Method Recall Precision

top-1 top-2 top-3 top-4 top-5|top-1 top-2 top-3 top-4 top-5
ours 7.56 10.08 11.76 11.76 13.45| 6.87 9.16 10.69 10.69 12.21
LLM 7.56 7.56 10.08 11.76 12.61| 1.43 1.65 2.09 231 242

method. Specifically, the predictions from the top-
1 to top-5 with higher probabilities were selected
for our method, and we set the temperature to 0.5
for the LLM and performed five predictions.

5.5 Experimental Results

Table 3 shows the experimental results. As can
be seen, the recall values obtained by our method
were at least as high as that of the LLM across all
top-k levels, which indicates that our method can
predict complementary responses with higher cov-
erage than the LLM.

The gap was even greater for precision than for
recall; our method achieved considerably higher
scores. In addition, we found that increasing k
did not narrow the gap between the two methods,
and our method consistently retained its advantage
across all top-k levels. Since an LLM is based
on the iterative next word prediction, it generates
not only words that have a dependency relation
with any of the inputted bunsetsus but also other
many words that do not have a dependency rela-
tion with them. Thus, simply using the LLM low-
ered its precision. In contrast, our method focused
on only bunsetsus that have a dependency relation
with any of the inputted bunsetsus, effectively dis-
carding irrelevant candidates and identifying the
head word of the complementary response more ac-
curately. Thus, compared to simply using an LLM,
our method can provide informative cues with little
noise for the complementary response generation.

Overall, our method, which directly predicts the
head words of non-inputted modified bunsetsus,
achieved higher agreement with the head words of
the complementary responses than the LLM based
on iterative next word prediction. These results
highlight the strength of our method in providing
relevant, low-noise cues that are useful for comple-
mentary response generation.

6 Conclusion

This paper has proposed a method that parses
dependency structures incrementally to identify
dependency relations between inputted and non-

inputted bunsetsus and simultaneously predicts the
non-inputted bunsetsus involved in those relations.
Our method was evaluated in experiments to pre-
dict non-inputted bunsetsus that had a dependency
relation with any of the inputted bunsetsus, and
compared the results with human performance.
The results confirmed both the feasibility of our
method and remaining challenges. In addition, ap-
plying our method to predicting the head words
of complementary responses yielded higher perfor-
mance than a LLM based on iterative next word
prediction. These results further verify the use-
fulness of our method for the complementary re-
sponse generation.

Limitations

First, the current model can sometimes produce
word predictions that are inconsistent with its de-
pendency parsing outputs because the two tasks
are only integrated via a weighted loss, and we im-
pose no constraints to enforce consistency between
the word prediction and incremental dependency
parsing. Second, the evaluation performed in the
current study was limited to Japanese lecture-style
narratives (from the SIDB). In other words, we did
not evaluate generalization to conversational narra-
tives, other domains, or other languages. Finally,
the reported results rely on the top-1 to top-5 can-
didates. We did not examine selection strategies,
e.g., re-ranking, for our method, thereby leaving a
gap in terms of practical deployment.
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A Analysis of Complementary Responses

To evaluate whether prediction of non-inputted
modified bunsetsus can function effectively in
complementary response generation, we analyzed
using the Responsive Utterance Corpus (Ito et al.,
2022). The corpus contains 614 complementary re-
sponses in total. We randomly sampled 300 com-
plementary responses from the entire set for analy-
sis.

The analysis showed that out of the 300 sam-
ple complementary responses, there were 95 re-
sponses whose contents appeared in the nar-
rative utterances after the responses were pro-
duced. Among these 95 responses, 25 responses
(26.32% = 25/95) contained content that appeared
as the immediate next words in the subsequent
narrative. Furthermore, among the remaining 70
responses, those where the content appeared af-
ter at least one intervening word 56 responses
(80.00% = 56/70) contained content that appeared
as the modified bunsetsu of one of the inputted bun-
setsus. These findings confirm that predicting the
non-inputted modified bunsetsus is more valuable
than simply predicting the immediate next word
when generating complementary responses.
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