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Abstract

Effectively summarising medical research is
critical for supporting evidence-based decision-
making in healthcare. While fine-tuning task-
specific models on domain data is established
practice, the comparative advantages over in-
creasingly capable general-purpose LLMs re-
main an open question. This study system-
atically evaluates domain-adapted PRIMERA
against several open-source large language
models (LLaMA 3.2 3B, Mistral 7B, OpenChat
7B, and Gemma 7B) in zero-shot settings us-
ing the MS^2 dataset, which includes 20, 000
systematic reviews summarising over 470, 000
medical studies. Fine-tuning leads to notable
improvements in ROUGE scores—ROUGE-1
from 12.8 to 33.0, ROUGE-2 from 2.0 to 6.5,
and ROUGE-L from 8.1 to 22.6. Comparative
evaluation indicates that the fine-tuned model
consistently achieves stronger performance
across all three ROUGE metrics, human evalua-
tions, and LLM-as-a-judge assessments. These
results suggest that domain-adapted models can
offer advantages over general-purpose LLMs in
specialised settings, particularly where factual
accuracy and coverage are critical, though at
the cost of reduced flexibility across domains.

1 Introduction

Multi-document summarisation (MDS) is a chal-
lenging Natural Language Processing (NLP) task
that aims to generate a summary by combining in-
formation from multiple sources. MDS involves
handling conflicting, duplicate or complementary
information to produce a summary that represents
the overall content (Hewapathirana et al., 2023).
The goal of MDS is to condense a collection of
documents into a single, cohesive summary that
captures the main points and ideas of the original
documents (Ma et al., 2023; Afsharizadeh et al.,
2022; Abid, 2022). Automatic summarisation can
be classified into two primary categories: extractive
and abstractive. Extractive text summaries contain

keywords, phrases, and sentences that are extracted
verbatim from the source documents (Ma et al.,
2023; Afsharizadeh et al., 2022; Pasunuru et al.,
2021), whereas abstractive text summaries gener-
ate summaries that include paraphrased sentences
and new terms that may not be found in the origi-
nal documents (Ma et al., 2023; Afsharizadeh et al.,
2022; Pasunuru et al., 2021; Abid, 2022).

MDS can involve summarising different types of
documents, including short sources, long sources,
and hybrid sources. Short sources are documents
such as tweets, product reviews, or headlines that
convey a smaller amount of information. In con-
trast, long sources are lengthy documents such as
news articles or research papers that contain a large
amount of information and detail. Hybrid sources
contain one or few long documents with several
to many short documents, such as a scientific sum-
mary from a long paper with several corresponding
citations (Ma et al., 2023; Afsharizadeh et al., 2022;
Pasunuru et al., 2021; Yu, 2022; Abid, 2022; Hewa-
pathirana et al., 2023; Wolhandler et al., 2022).

MDS researchers use various techniques to gen-
erate abstractive summaries, such as natural lan-
guage generation, deep learning models, and neu-
ral machine translation. These techniques enable
the automatic creation of summaries that are co-
herent, informative, and useful (Ma et al., 2023;
Afsharizadeh et al., 2022; Hewapathirana et al.,
2024).

This study addresses three key research ques-
tions: (1) How does domain-adapted fine-tuning
of a task-specific MDS model compare with task-
specific baselines and recent open-source LLMs in
zero-shot settings? (2) To what extent do fine-tuned
models generalise beyond their training dataset,
across domains and document types? (3) How
do automatic metrics (ROUGE (Lin, 2004)) align
with human evaluation and LLM-as-a-judge assess-
ments in the medical summarisation domain?

Our main contributions include: A compara-
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tive evaluation of fine-tuned PRIMERA against
task-specific models (PEGASUS, LED) and open-
source LLMs (LLaMA 3.2, Mistral, Gemma, Open-
Chat); empirical evidence demonstrating that do-
main adaptation provides measurable advantages
over zero-shot approaches in specialized settings
where factual accuracy is critical; and an analy-
sis of generalization capabilities across document
types, revealing both the strengths and limitations
of domain-specific fine-tuning.

2 Related Work

MDS has evolved significantly with the introduc-
tion of transformer-based architectures. Early mod-
els such as BigBird (Zaheer et al., 2020) and Long-
former (Beltagy et al., 2020) addressed the chal-
lenge of handling long input sequences via sparse
and sliding window attention. These architectures
were extended in summarisation tasks by replac-
ing standard self-attention mechanisms in models
like BART (Lewis et al., 2020), enabling more effi-
cient long-context encoding. Hierarchical encoders
have also been explored to capture inter-document
structure more effectively.

Pre-trained transformer models such as BERT-
SUM (Liu and Lapata, 2019), BART (Lewis
et al., 2020), PEGASUS (Zhang et al., 2020), and
T5 (Raffel et al., 2020) have established strong
baselines for abstractive summarisation. These
models leverage large-scale pre-training to cap-
ture rich contextual information and have demon-
strated high-quality generation across a variety of
tasks. PRIMERA (Xiao et al., 2022), a Longformer
Encoder-Decoder (LED)-based model trained with
an entity-based pyramid pretraining strategy, has
shown state-of-the-art performance in MDS bench-
marks.

Domain-specific approaches such as CG-
SUM (Chen et al., 2022), which uses citation-
guided selection for summarising scientific papers,
and DAMEN (Moro et al., 2022), which incorpo-
rates indexing and discriminative filtering for med-
ical MDS, illustrate the benefit of incorporating
structural or domain-aware features into summari-
sation pipelines.

Recent work has also examined the challenge of
synthesising sentiment or conflicting perspectives
across multiple documents. DeYoung et al. (2024)
proposed using Diverse Beam Search (Vijayaku-
mar et al., 2016) to generate a range of candidate
summaries, selecting the one most representative

of the aggregate view. This improves robustness to
variations in input structure and composition.

For training and evaluation, benchmark datasets
such as DUC and TAC 1 2 have historically been
used, although they suffer from size and posi-
tional bias. More recent alternatives include Multi-
News (Fabbri et al., 2019), WikiSum (Liu et al.,
2018), and WikiHow (Koupaee and Wang, 2018),
which offer larger and more diverse summary cor-
pora. Additionally, datasets such as Rotten Toma-
toes (Leon, 2020) have supported the evaluation of
aggregation quality across subjective inputs.

In parallel, the rise of large language mod-
els (LLMs) has significantly impacted summari-
sation. While proprietary models such as GPT-4
and Claude have shown strong results, their closed
nature and resource demands limit reproducibil-
ity (Laskar et al., 2023). Open-access models such
as LLaMA 3.2 3B (Meta AI, 2024), Mistral 7B
(Jiang et al., 2023), Gemma 7B (Team et al., 2024),
and OpenChat 7B (Wang et al., 2023) offer com-
petitive performance in summarisation while re-
maining lightweight enough for deployment in con-
strained academic or clinical environments. These
models enable researchers to explore LLM-based
summarisation in low-resource settings without sac-
rificing modern capabilities.

3 Model Selection

In this study, we selected models based on a com-
bination of empirical performance in MDS, archi-
tectural diversity, domain relevance, and computa-
tional feasibility. Our selection process was guided
by a thorough review of recent literature and bench-
marking studies, with ROUGE scores (Lin, 2004)
and adoption in the MDS community serving as
key criteria.

After careful evaluation, we chose to assess
the performance of three summarisation models:
PRIMERA (Xiao et al., 2022), PEGASUS (Zhang
et al., 2020), and Longformer Encoder-Decoder
(LED) (Beltagy et al., 2020). PRIMERA is a state-
of-the-art MDS model that leverages the Long-
former architecture and an entity pyramid masking
strategy to enhance content selection during pre-
training. It has consistently outperformed earlier
methods in benchmark evaluations (Afsharizadeh
et al., 2022; Ma et al., 2023; DeYoung et al.,
2024). PEGASUS, with its Gap Sentence Gen-

1https://duc.nist.gov/
2https://tac.nist.gov/
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eration (GSG) objective, is particularly effective
in generating summary-worthy sentences and has
demonstrated strong performance on abstractive
summarisation tasks. LED, with its sparse atten-
tion mechanism, serves as a strong baseline due to
its efficiency in handling long input sequences and
its use in earlier MDS studies.

In addition to these task-specific models, we
evaluated a set of recent open-access LLMs with
strong general-purpose summarisation capabilities:
LLaMA 3.2 3B (Meta AI, 2024), Mistral 7B (Jiang
et al., 2023), Gemma 7B (Team et al., 2024),
and OpenChat 7B (Wang et al., 2023). These
models represent lightweight alternatives to pro-
prietary commercial LLMs and are increasingly
being adopted in low-resource and open research
settings. Though not explicitly fine-tuned for MDS,
their instruction-following abilities allow for effec-
tive few-shot or zero-shot summarisation, making
them valuable for comparative evaluation against
domain-specific models.

These LLMs were selected based on availability,
performance in recent summarisation benchmarks,
and their suitability for deployment under academic
resource constraints. All experiments involving
LLMs were conducted on a server with a 4-core
CPU, 64 GB RAM, and a single A2 GPU with
16 GB VRAM, which limited the feasibility of
larger commercial models and motivated the use of
accessible open-weight alternatives.

Together, these model selections enable a com-
prehensive comparison across specialised, pre-
trained summarisation models and general-purpose
LLMs in the medical MDS setting.

3.1 MS^2 Dataset
Existing summarisation datasets often lack biomed-
ical specificity, limiting their effectiveness for
domain-specific summarisation tasks (Ma et al.,
2023; Afsharizadeh et al., 2022; Abid, 2022). To
address this, DeYoung et al. (2021) introduced the
MS^2 dataset, specifically curated for biomedical
document summarisation using systematic litera-
ture reviews. These reviews synthesize evidence
from multiple studies, providing concise and clini-
cally relevant summaries. e.g., a review on Vitamin
B12 supplementation in older adults may aggregate
diverse findings (Andrès et al., 2010).

The dataset was constructed by filtering the
Semantic Scholar Open Research Corpus (Lo
et al., 2020) using a multi-stage pipeline: keyword
heuristics to identify systematic reviews (220K),

Dataset PRIMERA PEGASUS LED

Multi-News
R-1 42.0* 32.0* 17.3*

R-2 13.6* 10.1* 3.7*

R-L 20.8* 16.7* 10.4*

Multi-Xscience
R-1 29.1* 27.6* 14.6*

R-2 4.6* 4.6* 1.9*

R-L 15.7* 15.3* 9.9*

WikiSum
R-1 28.0* 24.6* 10.5*

R-2 8.0* 5.5* 2.4*

R-L 18.0* 15.0* 8.6*

BigSurvey-MDS
R-1 23.9→ 38.9† 39.8†

R-2 4.1→ 9.0† 9.4†

R-L 11.7→ 16.2† 16.1†

MS2
R-1 12.8→ 12.7→ 25.8‡

R-2 2.0→ 1.5→ 8.4‡

R-L 8.1→ 8.3→ 19.3‡

Rotten Tomatoes
R-1 25.4• 27.4• 25.6•

R-2 8.4• 9.5• 8.0•

R-L 19.8• 21.1• 19.6•

Table 1: ROUGE scores of selected models across
different domains. Datasets include Multi-News (Fab-
bri et al., 2019), Multi-Xscience (Lu et al., 2020), Wik-
iSum (Liu et al., 2018), BigSurvey-MDS (Liu et al.,
2023), MS2 (DeYoung et al., 2021), and Rotten Toma-
toes (Leon, 2020). Sources: * Xiao et al. (2022), † Liu
et al. (2023), ‡ DeYoung et al. (2021), • Wang et al.
(2022), → Hewapathirana et al. (2023).

a PubMed filter for biomedical relevance (170K),
and a SciBERT-based classifier (Beltagy et al.,
2019) for final selection, yielding 20K high-quality
review-summary pairs. This makes MS^2 a robust
benchmark for training and evaluating biomedi-
cal summarisation models with strong relevance to
evidence-based healthcare applications.

3.2 Evaluation Metrics

We evaluated the fine-tuned PRIMERA model us-
ing a combination of automated metrics, human
evaluation, and LLM-based judgments to com-
prehensively assess its performance on the MS^2
dataset.

Automated Metrics. The primary automated
metric used was ROUGE (Lin, 2004), a standard
for MDS evaluation (Ma et al., 2023). ROUGE
measures the overlap between the generated sum-
mary and the reference summary, focusing on pre-
cision and recall. We employed two key variants:
ROUGE-N, which calculates n-gram overlap, and
ROUGE-L, which assesses sentence-level similar-
ity based on the longest common subsequence (Lin,
2004). These metrics enabled objective comparison
across baseline and state-of-the-art models.
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Human Evaluation. To assess qualitative perfor-
mance, we conducted human evaluations focusing
on five criteria: Relevance, Coherence, Coverage,
Conciseness, and Accuracy. Three expert annota-
tors from the medical domain independently rated
50 randomly sampled summaries. Inter-annotator
agreement was measured using Krippendorff’s Al-
pha (ω) (Krippendorff, 1989), which is robust to
multiple raters and missing data. This human as-
sessment provided critical insight into the linguistic
and domain-specific fidelity of the summaries.

LLM-as-a-Judge Evaluation To further assess
summary quality from a model-based perspec-
tive, we employed the DeepEval framework3

using Meta’s LLaMA 3 90B Instruct model
(us.meta.llama3-2-90b-instruct-v1:0)
hosted via AWS Bedrock. Evaluation was con-
ducted on a sample of 50 summaries due to cost
constraints. By adopting DeepEval’s standardized
summarisation evaluation protocol4, we ensured
reproducibility and methodological consistency.
This LLM-based evaluation complemented
ROUGE and human assessments by providing
judgments on factual consistency, coherence, and
overall quality.

Domain-Specific Fine-Tuning. The medical do-
main represents a unique challenge due to its com-
plexity and specialized vocabulary. To address this,
we fine-tuned PRIMERA using the MS^2 dataset,
comprising medical research papers. Our objective
was to improve PRIMERA’s performance in gener-
ating accurate and concise summaries tailored for
biomedical literature.

Training Configuration. Fine-tuning was per-
formed with carefully chosen hyperparameters: a
learning rate of 5e-05, batch size of 4, and 3 train-
ing epochs. We used the Adam optimizer with
betas (0.9, 0.999) and epsilon 1e-08, along with
a linear learning rate scheduler. A random seed
of 42 ensured reproducibility. The Hugging Face
trainer API5 was used to manage the training
process efficiently on our available infrastructure.

3https://github.com/confident-ai/deepeval
4https://deepeval.com/docs/

metrics-summarization
5https://huggingface.co/docs/transformers/

main_classes/trainer

4 Results

4.1 Fine-tuned Model Performance

The fine-tuning of the PRIMERA model on the
MS^2 dataset resulted in significant improvements
in performance. Prior to fine-tuning, the ROUGE-
1, ROUGE-2, and ROUGE-L scores were observed
to be approximately 12.8, 2.0, and 8.1, as shown
in Table 1. However, after fine-tuning the model,
these scores significantly increased to 33.0, 6.5,
and 22.6, as presented in Table 2. Notably, the fine-
tuned PRIMERA model outperformed the state-of-
the-art LED model which achieved ROUGE-1 and
ROUGE-L scores of 25.8 and 19.3 respectively.

Table 2: Performance of our fine-tuned PRIMERA
model on various domain-specific datasets

Dataset PRIMERA

Multi-News
R-1 39.1
R-2 11.7
R-L 18.0

BigSurvey-MDS
R-1 33.0
R-2 7.1
R-L 12.7

MS^2
R-1 33.0
R-2 6.5
R-L 22.6

In order to assess the generalization capabilities
of the fine-tuned model, we also evaluated its per-
formance on a different domain dataset, the Multi-
news dataset (Fabbri et al., 2019). This dataset
primarily consists of news articles and their corre-
sponding human-written summaries from the web-
site newser.com. It encompasses a diverse range of
news sources, making it more representative of real-
world scenarios compared to previous datasets such
as DUC and Newsroom (Fabbri et al., 2019). The
fine-tuned model exhibited slightly lower ROUGE
scores when tested on the Multi-news dataset. Al-
though there was a slight drop in performance
compared to the initial PRIMERA model perfor-
mances, the results remained reasonable. Further-
more, we evaluated the fine-tuned model on the
BigSurvey dataset (Liu et al., 2023), which con-
sists of survey papers and their corresponding sum-
maries. The dataset includes two levels of target
summaries: a comprehensive long summary and a
concise short summary. The fine-tuned PRIMERA
model demonstrated improved performance on the
BigSurvey dataset as well.

These findings demonstrate mixed generaliza-
tion patterns. While the fine-tuned model shows
strong performance on MS^2 and maintains im-
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Figure 1: Percentage Improvement/Reduction of Fine-Tuned PRIMERA Model

provements on the structurally similar BigSurvey
dataset (+38.1% R-1, +73.2% R-2, +8.5% R-L),
it experiences modest performance degradation on
Multi-News (→6.9% R-1, →14.0% R-2, →13.5%
R-L). This suggests the model has adapted to the
specific characteristics of medical research papers
rather than learning a fully generalizable MDS
strategy. The improved performance on BigSur-
vey likely reflects similarity in document structure
(both are research papers with systematic organi-
zation) rather than pure domain transfer. These
results indicate that domain-specific fine-tuning
trades broad generalization for targeted perfor-
mance gains, which may be acceptable or even
desirable when the deployment context matches
the training domain.

A comparison on the percentage change on all
three datasets is given in Figure 1.

4.2 Zero-Shot Evaluation of Open LLMs
To understand how well recent open-source LLMs
perform in the medical domain without task-
specific fine-tuning, we evaluated several zero-
shot models on the MS^2 dataset. Specifically,
we selected four high-performing and resource-
accessible models: LLaMA 3.2 3B, Mistral 7B,
Gemma 7B, and OpenChat 7B. These models
were chosen based on their availability, instruction-
following capabilities, and competitive perfor-
mance in prior evaluations on general summari-
sation tasks.

The evaluation was performed using the ROUGE
metric suite to maintain consistency with our fine-
tuned PRIMERA results. Table 3 presents the
ROUGE-1, ROUGE-2, and ROUGE-L F1 scores
obtained for each model.

These results demonstrate that while open LLMs

Table 3: Zero-shot ROUGE performance of open LLMs
on MS^2.

Model ROUGE-1 ROUGE-2 ROUGE-L

LLaMA 3.2 3B 18.73 3.07 10.97
Mistral 7B 18.40 3.56 11.80
OpenChat 3.5 17.80 3.43 11.20
Gemma 7B 15.60 2.90 9.85

exhibit a basic ability to generate summaries, their
performance lags behind the fine-tuned PRIMERA
model on this domain-specific dataset. For instance,
the best-performing zero-shot model (LLaMA 3.2
3B) achieves only 18.73 in ROUGE-1, compared
to 33.0 for fine-tuned PRIMERA. Notably, all zero-
shot models struggled with ROUGE-2, indicating
limited ability to capture fine-grained bi-gram-level
details common in dense, technical summaries.

These findings highlight the value of domain
adaptation in specialised tasks such as medical
summarisation, where zero-shot summarisation re-
mains limited by lack of domain-specific knowl-
edge and training alignment.

4.3 Qualitative Analysis in the Context of
Medical Domain

In addition to showcasing the effectiveness of fine-
tuned models for medical research summarisation,
it is important to highlight the significant benefits
that this model brings to the field of healthcare and
medical research. Medical research papers are of-
ten dense and lengthy, containing a wealth of infor-
mation that is crucial for healthcare professionals,
researchers, and policymakers. However, the sheer
volume and complexity of these papers can make it
challenging to extract the key findings and insights
efficiently, resulting in either a poor analysis of a
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research paper or complete disregard of the pub-
lication due to the difficulty in summarising and
coming to a conclusion on its findings. Moreover,
focusing solely on the abstract and conclusion for
the sake of efficiency may cause the reader to over-
look important concepts as well. Hence, having
a system in place to efficiently review the entire
paper and generate a summary in a fraction of the
time would be highly beneficial to any medical
personnel.

Generated
The results of this meta-analysis suggest that surgical abla-
tion of the left atrial fibrillation (LAF) is associated with a
significantly lower incidence of recurrent atrial arrhythmias
compared with catheter ablation. However, there was no sig-
nificant difference in the incidence of major adverse events
between the two groups. Surgical ablation appears to be a safe
and effective treatment strategy for the treatment of LAF.

Ground Truth
Subgroup analysis demonstrated similar trends, with higher
freedom from AF in the surgical ablation group for paroxysmal
AF patients. The incidence of pacemaker implantation was
higher, while no difference in stroke or cardiac tamponade
was demonstrated for the surgical versus catheter ablation
groups. Current evidence suggests that epicardial ablative
strategies are associated with higher freedom from AF, higher
pacemaker implantation rates and comparable neurological
complications and cardiac tamponade incidence to catheter
ablative treatment.

Figure 2: Comparison of Generated Summary from Our
Model and Ground Truth.

Figure 2 showcases a comparison between the
generated summary produced by our fine-tuned
PRIMERA model and the corresponding ground
truth summary. To aid the visualization, we have
distinguished sentences in both summaries using
different colors to demonstrate similarities and dif-
ferences between them. To ensure a reliable eval-
uation of the summary’s quality, considering the
challenging task of human evaluation for all gener-
ated summaries, we conducted a sample analysis on
a small subset of generated summaries and ground
truth pairs using domain experts. In the figure,
we have highlighted certain sentences in different
colors to represent specific findings. Yellow - Ex-
press an agreement that surgical ablation yields
better results than catheter ablation for AF patients,
Green - Indicate an agreement that the occurrence

of adverse events does not significantly differ be-
tween the two groups, namely surgical ablation and
catheter ablation groups, Blue - Facts that are dif-
ferent between the two statements. The first is the

usage of the term “LAF” which is medically inac-
curate, and the second is epicardial ablation being
mentioned in the ground truth in place of surgical
ablation but entirely missing from the generated
summary.

An analysis of the summaries generated by the
proposed model revealed both advantages and dis-
advantages when compared to the ground truth.
The generated statement fully aligned with two out
of the three points of the ground truth, with only a
few minor errors. Nevertheless, the word “epicar-
dial ablation” has been used in place of “surgical
ablation” in the ground truth, which is conceptually
correct and would be easily understood by a health-
care professional who is familiar with the subject.
However, deciphering this has been difficult for the
algorithm given the complexity of the content. On
the other hand, the term “Left Atrial Fibrillation”
or “LAF” is used which is medically incorrect with
regards to this research. Therefore it is evident
that developing a flawless system for summarising
complex content remains a significant challenge.

To further examine how the fine-tuned model
compares to recent open LLMs, we performed a
qualitative comparison using the LLaMA 3.2 3B
model as an illustrative example. Although the
LLaMA model generated syntactically fluent out-
puts, it frequently omitted critical findings and oc-
casionally introduced factual inconsistencies. For
instance, as shown in Table 4, summaries from
LLaMA often presented overly generic conclusions
or contradicted key results stated in the source doc-
uments.

As shown in Table 4, PRIMERA outputs closely
aligned with the factual content and structure of the
ground truth summaries, capturing nuanced medi-
cal relationships such as treatment hierarchies and
combined efficacy. In contrast, LLaMA summaries
either ignored critical qualifiers or introduced mis-
leading claims; such as denying evidence where it
actually exists. These issues are particularly con-
cerning in clinical contexts where accuracy is non-
negotiable.

This comparison highlights that while open
LLMs can offer a strong baseline in zero-shot se-
tups, they fall short in medical domain-specific
summarisation without adaptation. Despite the
resource-intensive nature of LLMs, our findings
demonstrate that smaller, fine-tuned models like
PRIMERA can deliver superior factual accuracy
and domain relevance. These qualitative differ-
ences further support the value of targeted domain
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Table 4: Sample summaries comparing ground truth,
PRIMERA, and LLaMA 3.2 3B outputs.

Ground Truth PRIMERA Out-
put

LLaMA 3.2 3B
Output

PDE5Is were sig-
nificantly more
effective than
placebo or SSRIs
for treating PE,
while SSRIs
were better
than placebo.
Combined treat-
ment had better
efficacy than
PDE5Is alone.

PDE5Is were
more effective
than SSRIs or
placebo. Com-
bined treatments
were more effec-
tive than PDE5Is
alone.

There is no evi-
dence to support
the use of SSRIs
for treating PE.
Insufficient data
to determine their
effectiveness.

Silver-level evi-
dence concerning
the beneficial
effects of mineral
baths compared
to no treatment.
No clear ef-
fects for other
balneological
treatments were
found.

Mineral baths
showed benefi-
cial effects over
no treatment.
Effects of other
treatments were
unclear.

Balneotherapy is
effective for os-
teoarthritis of the
knee in adults.

Oral cobalamin
improves serum
vitamin B12 and
hematological pa-
rameters. Avoids
discomfort and
cost of injections.
Supported for
clinical use.

Oral cobalamin
is effective in
improving serum
B12 and blood
parameters and
avoids injections.

Oral cobalamin
is effective for
vitamin B12
deficiency, but
there is limited
evidence support-
ing either oral
or intramuscular
use.

adaptation to ensure safe and reliable summarisa-
tion in high-stakes fields like healthcare.

4.4 Inter-annotator Agreement
To evaluate the subjectivity and consistency among
human annotators, we used Krippendorff’s Alpha
(ω) (Krippendorff, 1989), a robust statistical mea-
sure for inter-rater reliability that is well-suited
to ordinal-scale annotations and missing data sce-
narios. Unlike Cohen’s Kappa (Cohen, 1960),
Krippendorff’s Alpha supports multiple annota-
tors and provides a more generalizable reliabil-
ity estimate. Cohen’s Kappa, while commonly
used, assumes only two raters and is less robust
to missing data, making Krippendorff’s Alpha a
more appropriate choice for our setting. Three
medical experts independently evaluated 50 ran-
domly selected samples—both ground truth and
generated summaries—against the original docu-
ments. Each summary was scored on five key cri-
teria: Relevance, Coherence, Coverage, Concise-
ness, and Accuracy—using a rubric co-developed
with a medical expert (See Appendix A). The re-

sults, shown in Table 5, reveal consistently moder-
ate inter-annotator agreement, with generated sum-
maries demonstrating slightly higher agreement
across all criteria.

Notably, criteria such as Coverage (ω = 0.5541)
and Coherence (ω = 0.5038) exhibited the high-
est reliability for generated outputs, indicating that
the model produces content that aligns more con-
sistently with expert expectations. Interestingly,
annotator agreement was higher for generated sum-
maries than for ground truth in all five evaluation
dimensions. This suggests that, while subjectivity
remains inherent to human judgment, the generated
summaries (PRIMERA) offer a more stable and in-
terpretable baseline, especially when paired with a
domain-aligned rubric.

Evaluation Criterion Ground Truth Generated Summary

Relevance 0.3012 0.4512
Coherence 0.4531 0.5038
Coverage 0.4215 0.5541
Conciseness 0.2536 0.3534
Accuracy 0.3824 0.4817

Table 5: Krippendorff’s Alpha scores for ground truth
and generated summaries across five evaluation criteria.

While Krippendorff’s Alpha provides a robust
measure of agreement, the relatively small sample
size (sample of 50 summaries, compared to the full
dataset of 20, 000 reviews) limits the strength of
claims we can make about population-level prop-
erties. The observed patterns suggest interesting
trends—particularly the higher agreement on gener-
ated summaries—but should be interpreted as pre-
liminary findings that warrant validation on larger
samples in future work. Statistical significance test-
ing was not performed due to the small sample size
and the ordinal nature of the data.

4.5 LLM-as-a-Judge Results
As introduced in the Evaluation Metrics sec-
tion, we employed DeepEval’s LLM-as-a-judge
framework to compare 50 summaries gen-
erated by the fine-tuned PRIMERA model
and four open-source LLMs—LLaMA 3.2
3B, Mistral 7B, OpenChat 7B, and Gemma
7B—using Meta’s LLaMA 3 90B Instruct model
(us.meta.llama3-2-90b-instruct-v1:0) as
the judge.

The comparative G-Eval scores for all models
are summarised in Table 6.

The results indicate that PRIMERA, a domain-
adapted model, consistently outperformed the
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Table 6: Scores for PRIMERA and Open LLMs (Sample
size: 50)

Metric PRIMERA LLaMA
3.2 3B

Mistral
7B

OpenChat
7B

Gemma
7B

Avg. Score 0.3452 0.2732 0.2850 0.2780 0.2650
Std. Deviation 0.1274 0.0788 0.0821 0.0773 0.0755
Median Score 0.3461 0.2655 0.2750 0.2700 0.2600
Max Score 0.6273 0.4434 0.4650 0.4520 0.4310
Min Score 0.1254 0.1309 0.1420 0.1355 0.1282

evaluated open-source LLMs across all met-
rics. Among the zero-shot baselines, Mistral 7B
achieved the highest G-Eval scores, followed by
OpenChat 7B, LLaMA 3.2 3B, and Gemma 7B.

Although the open LLMs demonstrated gen-
eral summarisation capability in zero-shot settings,
their performance declined on criteria such as fac-
tual consistency and coverage when applied to med-
ical texts. These results suggest that, in specialised
domains such as healthcare, domain-specific fine-
tuning remains necessary to achieve reliable and
contextually accurate summarisation.

5 Discussion

This study provides a systematic comparison
of domain-adapted task-specific models versus
general-purpose LLMs for medical MDS. While
fine-tuning on domain-specific data is now standard
practice, and improved performance on that do-
main is expected, the key question we addressed is
whether such adaptation offers meaningful advan-
tages over increasingly capable zero-shot LLMs,
particularly in resource-constrained settings where
deploying large models may be impractical.

Our comparative evaluation reveals that domain
adaptation continues to provide substantial ben-
efits for specialized summarisation tasks. The
fine-tuned PRIMERA model consistently outper-
formed all evaluated open-source LLMs (LLaMA
3.2 3B, Mistral 7B, OpenChat 7B, Gemma 7B)
across automated metrics, human judgments, and
LLM-as-a-judge assessments. Critically, this per-
formance advantage came with significantly lower
computational requirements—PRIMERA can run
efficiently on modest hardware, while larger LLMs
demand substantial resources even for inference.

To further examine generalisation after fine-
tuning, we evaluated the model on out-of-domain
datasets. On Multi-News, which predominantly
consists of news articles, performance declined
modestly relative to the pre-fine-tuned PRIMERA
baseline (→6.9% to →14.0% across ROUGE met-
rics), consistent with mild catastrophic forgetting.

By contrast, on the BigSurvey dataset of survey
papers, the fine-tuned model showed clear gains
(+8.5% to +73.2%), indicating stronger adaptabil-
ity within research-style domains that share struc-
tural similarity with biomedical papers.

Beyond ROUGE-based performance trends, we
examined qualitative aspects of summarisation
through human evaluation. Expert ratings offered
complementary insights into coherence, factual ac-
curacy, and domain relevance, providing a human-
centred view of fine-tuning effects. Summaries
from the fine-tuned PRIMERA model were rated
higher across relevance, coherence, coverage, con-
ciseness, and accuracy, and were generally more
structured and focused than some human-written
references, though minor factual inconsistencies
remained. These findings motivated further relia-
bility analysis using inter-annotator agreement and
automated overlap metrics.

In this study, we evaluated the quality of
machine-generated summaries for MDS in the med-
ical domain using two key methodologies: inter-
annotator agreement analysis via Krippendorff’s
Alpha (Krippendorff, 1989) and content overlap
comparison using ROUGE metrics. Krippendorff’s
Alpha (!), chosen for its robustness to multiple
raters and missing data, provided a more reliable
estimate of human agreement than traditional meth-
ods like Cohen’s Kappa. The aim was to assess
both the consistency of expert annotations and the
relative quality of generated summaries compared
to human-written ones.

To complement traditional metrics, we also com-
pared PRIMERA against several zero-shot open
LLMs using LLM-as-a-judge evaluations. Despite
reasonable performance by open models (e.g., Mis-
tral in G-Eval), PRIMERA consistently outper-
formed them across all metrics. As shown in Ta-
ble 6, the G-Eval scores further reinforce these
findings. PRIMERA attained the highest average
score (0.3452), outperforming all zero-shot base-
lines, with Mistral 7B (0.2850) and LLaMA 3.2
3B (0.2732) following. Scores closer to 1 indicate
stronger factual consistency and coherence; thus,
the ↑ 0.07 - 0.08 margin highlights a clear quali-
tative advantage. PRIMERA also showed slightly
higher variance (SD = 0.1274), reflecting diverse
yet consistently strong outputs.

This reinforces the conclusion that fine-tuned
domain-specific models continue to offer critical
advantages, especially in specialised, high-stakes
domains such as biomedical summarisation. While
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open LLMs offer flexibility and broad applicabil-
ity, their outputs often lack the factual consistency
and specificity demanded by domain-expert tasks.
The qualitative error analysis also supported this
finding—highlighting key factual inaccuracies and
omissions in LLM-generated outputs.

Although large open LLMs are powerful, their
resource requirements for inference and deploy-
ment can be prohibitive in many real-world set-
tings. Pre-trained models like PRIMERA, when
fine-tuned on task-specific datasets such as MS^2,
demonstrate competitive performance with signifi-
cantly lower computational demands. This trade-
off highlights a practical benefit of domain-adapted
summarisation models: they offer a scalable, cost-
effective alternative while still maintaining high-
quality performance.

Therefore, while larger open models may con-
tinue to improve, our findings suggest that fine-
tuned pre-trained models remain a highly valuable
and robust solution for domain-specific summari-
sation, particularly in scenarios where resource ef-
ficiency and reliability are paramount.

6 Conclusion

This study explored the domain adaptation of
the PRIMERA model for MDS, with a focus on
the biomedical domain using the MS^2 dataset.
Through systematic fine-tuning, we demonstrated
that the adapted model significantly outperforms
the pre-trained baseline and competitive models
such as LED, particularly in ROUGE metrics. Fur-
thermore, our evaluations across multiple domains,
including news and survey articles, indicate that
the fine-tuned PRIMERA model retains strong gen-
eralisation capabilities beyond its training domain.

To provide a more nuanced perspective on
summary quality, we incorporated LLM-as-a-
judge evaluations using the DeepEval framework.
These results further confirmed that the fine-tuned
PRIMERA model surpasses leading open-source
LLMs (e.g., LLaMA 3.2 3B, Mistral 7B) in terms
of factual accuracy, coherence, and overall sum-
marisation quality. While open LLMs showed
promise in zero-shot settings, they underperformed
in capturing domain-specific nuances critical for
biomedical content.

Qualitative analyses echoed this gap, highlight-
ing factual inconsistencies in zero-shot summaries,
whereas PRIMERA more reliably retained core ev-
idence and reasoning. Importantly, the resource

efficiency of PRIMERA—compared to computa-
tionally intensive LLMs—positions it as a practical
solution for real-world deployment in specialised
domains.

Our findings demonstrate that domain-adapted
task-specific models remain valuable for special-
ized summarisation, particularly when factual ac-
curacy, computational efficiency, and deployment
constraints are considerations. While the per-
formance advantages of fine-tuning on domain
data are expected, this study provides empirical
evidence that such adaptation offers meaningful
benefits over zero-shot LLMs in medical con-
texts—though at the cost of reduced generalization
across domains.

Limitations

While this study provides convergent evidence
across automated, human, and LLM-based evalua-
tions, several limitations should be acknowledged.
First, both the human and LLM-as-a-judge assess-
ments were conducted on a small qualitative subset
of 50 summaries (approximately 0.25% of the test
set) due to computational constraints. Although
this sample offers indicative comparative trends, it
limits the statistical strength of our conclusions and
precludes significance testing.

Second, open-source LLMs were evaluated only
in zero-shot settings. Fine-tuning these models on
the MS^2 dataset or employing few-shot prompt-
ing could substantially improve their performance,
potentially narrowing the observed performance
gap with PRIMERA.

Third, our evaluation was restricted to the
biomedical domain. While cross-domain tests on
news and survey papers provided preliminary evi-
dence of generalisation, further investigation across
other specialised domains—such as legal, financial,
and technical documentation—is needed to assess
the broader applicability of domain adaptation.

Future work should therefore incorporate larger-
scale human and LLM-based evaluations, compare
fine-tuned general-purpose LLMs against domain-
specific models, and explore domain-aware accu-
racy metrics tailored for medical summarisation.
Ultimately, the choice between fine-tuned task-
specific models and general-purpose LLMs will
depend on deployment context, balancing compu-
tational resources, domain sensitivity, and generali-
sation needs.
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A Human Evaluation Rubric for
Summary Assessment

This rubric was used by medical domain experts
to evaluate both ground truth and model-generated
summaries. Each summary was assessed indepen-
dently across five criteria using a five-point Likert
scale.

A.1 Evaluation Scale
Criterion-Specific Guidelines
Relevance Does the summary capture key clini-
cal findings?
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Score Interpretation
1 Very Poor — fails completely in this aspect
2 Poor — significant issues are present
3 Fair — partially meets expectations, with flaws
4 Good — mostly meets expectations, minor issues
5 Excellent — fully meets expectations

Table 7: Likert scale used across all evaluation criteria.

1: Largely irrelevant or misleading.

2: Omits several key points.

3: Covers some relevant points; others diluted.

4: Includes most important findings.

5: Captures all clinically essential points.

Coherence Is the summary logically structured
and easy to follow?

1: Confusing or disjointed.

2: Poor logical flow.

3: Basic structure with inconsistencies.

4: Mostly well-structured, minor issues.

5: Clear, fluent, and logically organized.

Coverage Does the summary reflect the breadth
of the source?

1: Misses most critical content.

2: Narrow focus; limited scope.

3: Some key elements included.

4: Broadly representative.

5: Fully covers main findings.

Conciseness Is the summary free from redun-
dancy or unnecessary detail?

1: Excessively verbose.

2: Frequent redundancy.

3: Some inefficiencies.

4: Mostly succinct.

5: Highly concise and focused.

Accuracy Are the statements factually correct?

1: Contains major factual errors.

2: Several inaccuracies.

3: Some vague or incorrect content.

4: Mostly accurate, minor issues.

5: Fully accurate and aligned with source.

Instructions to Annotators
• Read all source documents before scoring a

summary.

• Evaluate each criterion independently.

• Use the rubric definitions to ensure consis-
tency.

• When uncertain, assign the most justifiable
score.
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