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Abstract

This study investigates whether large language
models can process epistemic modality in Ko-
rean, where degrees of certainty are often ex-
pressed through periphrastic constructions with
interrogative complementizers and epistemic
predicates. Using GPT-4.1, two experiments
tested the model’s certainty judgments with and
without contextual cues. Without context, the
model consistently defaulted to a 50% certainty
across different predicates, suggesting that its
responses are categorical in nature. However,
with context, responses became more varied
and partly human-like, but still lacked the gra-
dient sensitivity observed in human speakers.
Further analysis revealed an exceptional pat-
tern for the word siph- ‘seem/believe’, but this
likely stems from the frequency and familiarity
of the expression in the model’s training cor-
pus, leading to a holistic representation, rather
than reflecting a genuine understanding of the
semantic distinctions introduced by different
interrogative complementizers. These results
indicate that, while the model can respond to
explicit contextual signals, it does not appear
to encode the internal semantic distinctions
that native speakers associate within epistemic
modal meaning and Korean interrogative com-
plementizers.

1 Introduction

What is unique about human language, compared
to animal communication, is its ability to convey
information beyond immediate reality. This ability
enables humans to make counterfactual statements,
such as lies or hypothetical scenarios. For example,
look at example 1 below.

(D) a. John may be in his office.
b. John must be in his office.
c. John’ll be in his office. Palmer (2001)

Example (1) illustrates epistemic modality in
English. In (1a), the speaker expresses uncertainty
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about whether John is in his office by using the
modal verb ‘may’. In contrast, in (1b), the speaker
conveys a firm judgment through the modal verb
‘must’. Finally, in (1c), the speaker makes a judg-
ment based on what generally happens with John.
This contrast shows how epistemic modality en-
ables speakers to modulate their degree of cer-
tainty, making communication more nuanced and
context-sensitive. Not all languages encode epis-
temic modality morphologically, and the availabil-
ity and granularity of such distinctions vary across
languages.

In Korean, epistemic modality sometimes ap-
pears in periphrastic constructions, which are con-
structions in which multiple words function as a
single grammatical unit. Notably, Korean has four
interrogative complementizers: -nci, -Ici, -nka, and
-lkka. Each interrogative complementizers can be
divided into more fine-grained elements, each car-
rying distinct semantic nuances. For instance, com-
plementizers ending in -kka are more actively used
in modalized questions, compared to those end-
ing in -ci. In addition, complementizers with -n-
typically mark realis or present meaning, whereas
those with -/- mark irrealis or future meaning. How-
ever, when these complementizers combine with
certain predicates, subtle semantic differences lead
to variations in the level of epistemic commitment.
Consider the example sentence below.

2) Minci-ka
Minci-NOM

nayil
tomorrow

hakkyo-ey
school-LOC

o-nunci / o-1ci / o-nunka / o-lkka
come-PRES/FUT/PRES/FUT.whether

kwungkumbha-ta.
wonder-DECL

‘I wonder whether Minci would come to the party.’

Each of the four complementizers combined with
o- ‘come’ has its own distributional constraints on
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the following predicates (Kang and Song, 2021).
Specifically, -nci and -Ici are ordinary interrog-
ative complementizers compatible with factive
or neutral predicates, while -nka and -lkka func-
tion as modalized (subjunctive) complementizers
that yield weaker epistemic commitment and con-
jectural readings. These distinctions reveal that
the complementizers encode different degrees of
speaker commitment within epistemic modality.
Because these semantic nuances are subtle distinc-
tions that only native speakers can reliably perceive,
determining whether a Korean-trained language
model can discriminate among them is an impor-
tant challenge in computational linguistics.

Therefore, based on the experimental design
and findings of Kang and Song (2021), this study
aims to determine whether large language mod-
els can distinguish between complementizers in
periphrastic constructions and assign a similar de-
gree of certainty to humans. We concluded that
language models fail to distinguish between the
different meanings of the interrogative complemen-
tizer, although they are able to capture the over-
all degree of certainty expressed by the sentence.
This result shows that language models process
the certainty as a whole, not a combination of the
complementizer and the predicate.

The rest of this paper is organized as follows.
Section 2 presents the theoretical and computa-
tional background of the study. The theoretical
background focuses on epistemic modality and
the subjunctive mood in Korean periphrastic con-
structions, while the computational background ad-
dresses the concept of certainty in language models.
Section 3 details the experimental setup, includ-
ing the dataset, model, and procedure. Section 4
presents the results of all experiments, along with
a discussion. Finally, Section 5 concludes with a
summary and a discussion of the study’s limita-
tions.

2 Background

2.1 Linguistic Background: Epistemic
Modality

Epistemic modality refers to the speaker’s attitude
toward the reality or likelihood of a given proposi-
tion, expressing how strongly the speaker believes
in its truth. In Korean, this is conveyed through
various linguistic devices, including verbal end-
ings such as -keyss- ‘will’, periphrastic construc-
tions like -(u)l get ‘may’, and adverbs such as ama
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‘maybe’ and cheoldae ‘never’ (Son, 2016). These
expressions not only signal the degree of certainty
or inference but also reflect the source and nature of
the speaker’s knowledge, whether it is derived from
direct observation, memory, reasoning, or hearsay.
Epistemic modality thus functions as both a seman-
tic and pragmatic system, providing insight into
how Korean speakers evaluate and encode their
access to information.

Additionally, epistemic modality plays a key role
in Korean interrogatives through so-called modal-
ized questions. Recent studies such as Kang and
Yoon (2019) show that sentence-final particles such
as -lkka and -nka function not only as interrogative
markers but also as indicators of epistemic uncer-
tainty and emotional involvement. For instance,
the question o-ass-ulkka ‘might come’? not only
seeks information but also conveys the speaker’s
speculation or concern. These constructions demon-
strate that modality and interrogativity are tightly
integrated at the clause level in Korean, forming
a complex system that encodes both grammatical
and affective meanings.

Another key theoretical notion underlying Ko-
rean epistemic constructions is nonveridical equilib-
rium (Kang and Yoon, 2020). Nonveridical equilib-
rium refers to a semantic state in which a proposi-
tion is evaluated as neither fully true nor fully false
within the speaker’s epistemic space, allowing both
p and —p worlds to remain accessible. This equilib-
rium characterizes linguistic environments where
the speaker’s commitment is suspended, such as
conjecture, doubt, or emotional speculation. Specif-
ically, complementizers like -nka and -lkka instan-
tiate this nonveridical equilibrium by encoding a
weakened truth commitment and balancing the like-
lihood of opposing possibilities. Thus, these com-
plementizers not only mark interrogativity but also
convey a specific epistemic stance of suspended
commitment, distinguishing them from indicative
forms like -nci or -Ici, which presuppose veridical
or factive evaluation.

To empirically verify these theoretical claims,
Kang and Song (2021) conducted a collostructional
analysis using the Sejong Corpus (National Insti-
tute of the Korean Language, 2009) and two follow-
up experiments: an acceptability judgment task and
a context-sensitive evaluation. Their results demon-
strated that -lkka and -nka exhibited high collostruc-
tional strength and acceptability when paired with
nonveridical predicates such as siph- ‘seem’ or ‘be-
lieve’, kekcengsulep- ‘worried’, and molu- ‘do not



know’, with corresponding lower certainty judg-
ments (10-50%). In contrast, -nci and -Ici appeared
more frequently with veridical predicates like al-
‘to know’ and hwaksinha- ‘be certain’, and were
associated with stronger commitment. These find-
ings provide quantitative support for the hypoth-
esis that the Korean subjunctive is marked at the
complementizer level and that these markers carry
systematic semantic effects in relation to certainty.

Building on this prior work, the present study
extends the experimental design of Kang and Song
(2021) by applying it to a large language model, es-
pecially for GPT series. Rather than relying solely
on theoretical constructs, this research uses their
empirical predicate-complementizer pairings and
replicates their acceptability and context-based
judgment tasks under comparable conditions. This
allows for a direct comparison between human and
model behavior, providing a more grounded assess-
ment of how LLMs interpret degrees of certainty
in structurally complex Korean constructions.

2.2 Computational Background: Language
Model Uncertainty

For language models, certainty refers to the ability
to express the degree of confidence in their judg-
ments based on internal knowledge. This involves
more than simply providing correct answers; it also
encompasses distinguishing between known and
unknown information, and using appropriate lin-
guistic cues to convey uncertainty in ambiguous or
underspecified contexts. Such capacity is essential
in high-stakes domains like medical consultations
and legal reasoning, where reliable communication
is crucial.

In recent surveys, certainty in language models
has been characterized as encompassing two inter-
related aspects: the model’s internal confidence in
its output and the explicit linguistic expressions
it employs to signal that confidence. Both dimen-
sions are central to understanding how models han-
dle epistemic judgments. The importance of cer-
tainty lies not only in reducing hallucinations by
preventing overconfident yet inaccurate statements,
but also in revealing how closely model behavior
aligns with human cognitive processes.

Recent studies have pointed out structural limita-
tions in how language models express or evaluate
certainty. Suzgun et al. (2024) assessed models
such as GPT-4, Claude-3, and LLaMA-3 and found
that, while these models perform well on fact-based
questions (Such as a question that starts with “Is it
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true that ...”), their accuracy drops significantly on
tasks involving falsehoods or beliefs. This issue is
particularly severe when models are asked to affirm
beliefs that contradict factual information or are ex-
pressed in the first person (Such as a question that
starts with “I believe ..., Do I believe ... 7””). Extend-
ing this line of inquiry, Li et al. (2025) investigated
how models distinguish among fact, fiction, and
forecast, and evaluated their use of evidence-based
certainty expressions. Despite the fluency of their
outputs, models often failed to select expressions
that matched the strength of evidence or epistemic
commitment, indicating a limited understanding of
epistemic modality.

Language models thus lack a coherent internal
mechanism to determine what they know and what
they do not. As a result, they frequently make con-
fident statements regardless of the information’s
actual reliability. Yona et al. (2024) introduced
the concept of faithful response uncertainty, which
quantifies the mismatch between a model’s inter-
nal confidence and the decisiveness of its verbal
output. Their findings show that models often ex-
press high certainty even when internally uncertain,
potentially misleading users. Similarly, Krause
et al. (2023), in a multilingual QA setting, found
that GPT-3.5 tended to output high-confidence re-
sponses regardless of accuracy, especially in low-
resource languages, revealing a persistent overcon-
fidence bias.

To address this issue, various methods have been
proposed to estimate or calibrate uncertainty in
LLMs, including probability-based scoring, un-
certainty quantification, and prompt-based self-
assessment. However, most are limited to numeri-
cal scores or token-level probabilities, and linguis-
tically grounded approaches that examine how cer-
tainty is expressed in natural language remain un-
derexplored. Xia et al. (2025) provide a comprehen-
sive survey of uncertainty estimation methods and
highlight that LLMs still struggle to communicate
what they do or do not know. Moreover, most prior
work has focused on English, leaving a gap in un-
derstanding how models handle epistemic reason-
ing in languages with distinct grammatical systems
for encoding certainty. Before applying advanced
calibration methods, it is therefore necessary to
first determine whether a model can recognize and
appropriately use the linguistic markers of certainty
in a given language. This study addresses that ques-
tion by examining whether a language model can
identify and produce the complementizer—predicate



combinations that encode degrees of certainty in
Korean.

3 Method

3.1 Data

The dataset used in this study consists of full Ko-
rean sentences constructed using six epistemic
predicates and four complementizers. As described
in Section 2.1, epistemic modality in Korean is
conveyed through periphrastic constructions that
pair a complementizer with an epistemic pred-
icate. However, as noted earlier, not all predi-
cate—complementizer combinations are grammat-
ically acceptable, as their compatibility is con-
strained by the semantic class of the predicate.
For example, the complementizer -nci, which pre-
supposes a strong belief that the event has oc-
curred, cannot combine with counterfactual predi-
cates such as siph ‘believe’.

Acceptable combinations were selected based
on Kang and Song (2021), who evaluated each
construction’s acceptability using a 5-point Likert
scale and then converted the scores to Z-scores.
To quantify the relative acceptability of each con-
struction, we applied the cumulative distribution
function (CDF) of the standard normal distribution.
The resulting values range from 0 to 100, repre-
senting the percentile rank of each construction. To
ensure that sentence acceptability would not con-
found the experimental results, we included only
those combinations whose CDF-based percentile
exceeded 50%. Notably, the predicate sayangakha-
‘think’ was selected to represent the 90% certainty
condition, based on its high acceptability. For the
uysimsulep- ‘doubt’, although it was not included
in the acceptability test of Kang and Song (2021),
it was included in the present study because its
semantic property naturally conveys a very low
degree of epistemic certainty.

Because the outputs of language models are
inherently stochastic, it is difficult to generalize
from a single trial. To address this, we artifi-
cially constructed a sufficient number of examples
for robust evaluation. Specifically, 100 sentence
pairs were handcrafted for each of the 16 valid
predicate-complementizer combinations, using dif-
ferent verbs and nouns, yielding a total of 1,600
sentences. The complete list of selected predicates
and complementizers is provided below (Table 1),
and a single representative sentence pair is included
in Appendix A.
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| -nci -nka  -lci  -lkka
kwungkumha- ‘wonder’ | 85.5 693 783 73.6
kekcengsulep- ‘worried” | 69.8 494 74.6 76.0
molu- ‘not know’ 63.6 529 689 69.9
siph- ‘seem’, ‘believe’ 393 530 59.7 741

Table 1: Acceptability of the Periphrastic Constructions

3.2 Experiment

An experiment in this study was conducted fol-
lowing Kang and Song (2021). In their study, the
experiment was conducted in two ways: first, to
identify acceptable combinations within the pe-
riphrastic construction, and second, to determine
the degree of certainty each combination conveys.
The first experiment was an acceptability task in
which participants judged the acceptability of given
sentences. The second experiment was context-
based, in which participants answered yes/no ques-
tions about whether a sentence was appropriate for
a given interpretation. The main framework of the
present study follows the latter approach, which is
further divided into two specific subtypes.

The present study aims to achieve two goals.
First, to determine whether the presence of contex-
tual information influences the model’s certainty
judgments. Second, to assess whether the language
model exhibits patterns similar to those reported
in Kang and Song (2021). The experiment was de-
signed analogously to the human study, consisting
of two settings: a context-free task and a context-
based task. In the context-free task, the model was
prompted to provide an answer reflecting its level
of commitment (10%, 50%, or 90%) without any
supporting context. In the context-based task, the
model was presented with specific discourse con-
texts and asked to respond with yes or no, indicat-
ing whether a given probability level of commit-
ment (10%, 50%, or 90%) was appropriate for the
situation. Both tasks require the model to evaluate
the certainty of a sentence, but differ in whether
they include contextual cues.

In the context-free task, the model is presented
with a sentence in isolation and asked to choose a
certainty level among 10%, 50%, or 90%. In con-
trast, the context-based task provides the model
with three components: a question, a sentence, and
a context. The question takes the form of a yes
or no interrogative, such as “Does the following
sentence accurately reflect the speaker’s thoughts
in response to the interlocutor’s question?” The
sentence is a declarative containing a complemen-
tizer—predicate combination that fits the given ques-



tion and context. The context provides informa-
tion necessary to evaluate the plausibility of the
sentence, indicating one of three likelihood levels
(10%, 50%, or 90%). This task differs from the
context-free one in that it provides an explicit epis-
temic frame for interpretation. Consequently, the
model’s response format also changes: while the
context-free task requires selecting among scalar
degrees of certainty, the context-based task asks
for a binary judgment ("yes" or "no") on whether
the sentence is appropriate given the contextual
information.

3.3 Model

The language models used in this experiment are
the OpenAl GPT-4 series: GPT-4.1, GPT-40, and
GPT-4.1 mini(Achiam et al., 2023). These models
were selected not to compare their performance, but
to evaluate whether state-of-the-art language mod-
els can distinguish different degrees of certainty
based on Korean linguistic cues. All test sentences
were delivered via API calls with a base temper-
ature of 0, and no prior conversational context or
inference state was provided. Each request included
a shared system prompt: “Your role is to evaluate
the certainty of the following sentences as a native
Korean speaker.” The maximum token length for
each response was set to 50. For the sake of space
and clarity, this paper reports only the results from
GPT-4.1.

4 Result
4.1 Taskl & Task2 Comparison

From Table 2, we can see that the results from Task
1 and Task 2 are different in a certain way. In par-
ticular, when comparing the overall distributions
between context-free and context-based tasks, a
clear contrast emerges. In the absence of contex-
tual signals, the model exhibited an overwhelming
preference for certainty 50% in almost all items,
suggesting either epistemic default or indecision.
However, once context was introduced, responses
became more varied and better aligned with hu-
man patterns. The presence of contextual informa-
tion appears to activate a dormant sensitivity in
the model, enabling it to shift away from the 50%
default and select 10% or 90% when appropriate.
Notably, predicates such as uysimsulep- *doubt’
and sayngkakha- think’ demonstrated striking im-
provements in alignment with human expectations.
In the case of uysimsulep- doubt’, the model be-
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Comp Predicate Human GPT-4.1
-nci I
-lei kwungkumha- 1
_nka ‘wonder’ |
-lkka 1
. uysimsulep-
lei “doubt’ I
-nci rok ' | -
; ekcengsulep-
clei ‘worried’ I -
-lkka [ | [ |
-nci I
~lei molu- -
_nka ‘do not know’ |
-lkka [ |
-nka - _
; siph-
-lei seemybelive’ | [
-lkka [ | |
saymgkakha- I
‘think’

Figure 1: Overall result of Fill-in-the-Blank Task. The
white, gray, and black bars represent the proportions of
“yes” responses for 10%, 50%, and 90% commitment
levels, respectively.

gan selecting 10% with much greater frequency in
the context-based task, mirroring human responses
reported by (Kang and Song, 2021). Likewise, for
sayngkakha- think’, a predicate typically associ-
ated with high certainty, the model shifted from an
uncertain stance in the context-free task to confi-
dently selecting 90% when a supportive context
was provided. These shifts suggest that contex-
tual embedding plays a crucial role in enabling the
model to simulate human-like gradience in epis-
temic judgment.

In sum, this section demonstrates that while the
language model fails to exhibit gradient reasoning
in isolation, the addition of contextual information
enables it to move toward more human-aligned
responses. The clearest evidence of this is the redis-
tribution of responses across the 10%—50%-90%
scale once context is available, with predicate-
specific sensitivity emerging most notably for epis-
temically polarized verbs. This provides the first
key finding of the study: that contextual grounding
facilitates a more gradient and human-like pattern
of certainty estimation in LLM.

4.2 GPT & Human Comparison

However, when compared to human responses,
several critical discrepancies remain. Figure ??
presents a comparative visualization between



Comp Predicate Context-Free Task Context-Based Task
10% 50% 90 % 10% 50% 90 %
-nci 0 100 0 1 100 0
-lci kwungkumha- 0 100 0 1 100 0
-nka ‘wonder’ 0 100 0 0 99 0
-lkka 0 100 0 0 100 0
lei " fé’zlslﬁi,ep ] 2 89 9 99 0 0
-nc.i kekcengsulep- 0 99 1 10 13 13
-lci ‘worry’ 0 99 1 16 20 22
-lkka 0 99 1 17 20 20
-nci 0 100 0 11 100 0
-lci molu- 0 100 0 3 100 0
-nka ‘do not know’ 0 100 0 11 100 0
-lkka 0 100 0 19 100 0
-nka siph- 0 100 0 7 1 28
-lci ‘seem/believe’ 0 100 0 19 2 36
-lkka 0 100 0 76 24 8
sayngkakha-
- ‘think’ 0 88 12 1 0 90

Table 2: Result from Context-Free Task and Context-Based Task. In the context-free task, the language model was
asked to choose which of the three certainty levels (10%, 50%, or 90%) best matched the given sentence; thus, the
portions across the three levels sum to 100. In contrast, the context-based task required independent judgment of
whether each sentence accurately reflected the context corresponding to 10%, 50%, or 90% certainty, resulting in

separate counts for each condition.

model outputs and human acceptability-based judg-
ments under context-provided conditions. Here, the
light gray bars indicate the proportion of “yes” re-
sponses at the 10% certainty level, the medium
gray bars for 50%, and black bars for 90%. At
a glance, GPT-4.1’s pattern appears superficially
aligned with human ratings, particularly for cer-
tain predicates. However, closer inspection reveals
notable differences in granularity and sensitivity.

First, the model lacks the gradient distribu-
tion across certainty levels that characterizes hu-
man responses. For example, in predicates like
kwungkumha-’wonder’ and molu- do not know’,
human participants displayed a probabilistic spread,
with secondary selections at 10% or 90% even
when 50% was most frequent. In contrast, the
model’s responses clustered almost exclusively
around 50%, failing to exhibit the nuanced vari-
ation observed in human reasoning. This one-sided
concentration suggests a categorical bias in model
predictions, in which a single certainty level domi-
nates across instances of a given predicate. Second,
although humans varied their judgments depending
on the complementizer, even after controlling for
the predicate (e.g., kwungkumha- ‘wonder’ vs. kek-
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cengsulep ‘worried’), the model did not show this
sensitivity. While human participants adjusted their
certainty based on fine-grained morphosyntactic
cues, GPT-4.1 treated different complementizers
more uniformly, leading to flatter variation. This
indicates that, unlike human judgments, which are
jointly shaped by the predicate and complementizer,
model responses are less influenced by the com-
positional semantics of these constructions. Third,
the predicate kekcengsulep- ‘worried’ showed the
most distinct divergence. Whereas human judg-
ments predominantly clustered around 10%, the
model provided an ambiguous distribution, often
split across categories without a strong preference.
This discrepancy becomes clearer when examin-
ing the model’s justifications: GPT-4.1 frequently
classified kekcengsulep- ‘worried’ as an emotion-
descriptive predicate rather than an epistemic one,
asserting that it is not appropriate for evaluating
certainty. This semantic misclassification suggests
that the model does not recognize the epistemic
implications embedded in emotion predicates like
worry. Finally, one notable exception is observed
with the predicate siph- ‘seem’ in conjunction with
the complementizer -lkka, forming the construction



-lkka siph-. Here, the model’s response distribution
aligned closely with human data, accurately reflect-
ing a lower degree of certainty. This suggests that,
in certain cases where complementizer—predicate
collocations are highly conventionalized, the model
can replicate human-like interpretations. However,
such alignment remains the exception rather than
the rule.

5 Conclusion

This study examined whether large language mod-
els can distinguish different levels of certainty
expressed through Korean periphrastic construc-
tions. The experiment was conducted in two ways:
a context-free task and a context-based task. In
the context-free setting, the model consistently
preferred a neutral judgment of 50%, regardless
of the sentence form. When context was pro-
vided, the model began to show more variation
in its responses and partially aligned with human
judgments for certain combinations. However, the
model did not capture the gradual variation that hu-
man speakers exhibited, suggesting a limited under-
standing of fine-grained certainty comprehension
in Korean.

Notably, a closer comparison between human
and model responses revealed several persistent di-
vergences. First, while human responses exhibited
gradient distributions across all certainty levels, the
model’s predictions were frequently concentrated
on a single value, especially 50%. Second, human
responses showed variation based on both the pred-
icate and the complementizer, reflecting sensitivity
to their interaction, whereas the model’s outputs ap-
peared largely invariant across complementizers for
a given predicate. Third, for certain epistemic pred-
icates such as kekcengsulep- ‘worried’, the model
not only failed to align with human judgments but
also rationalized its misclassification by labeling
the predicate as non-epistemic, thereby revealing
limitations in semantic categorization. These dis-
crepancies underscore that even when context is
provided, the model lacks the interpretive mecha-
nisms necessary to represent the probabilistic and
compositional aspects of Korean epistemic modal-
ity. However, the experiment also revealed only a
few cases of convergence. For instance, in the ex-
pression -lkka siph-, the model produced outputs
that closely resembled human judgments. This sug-
gests that when complementizer—predicate pairs
co-occur frequently or are structurally salient, lan-
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guage models may succeed in mimicking human-
like certainty evaluations. Nevertheless, such in-
stances remain isolated exceptions rather than gen-
eralizable patterns.

While these findings provide valuable insight,
several limitations remain. Certainty is inherently
a gradient rather than a binary concept, and fur-
ther work is needed to capture this gradience more
effectively. In this study, the focus was on comple-
mentizers and predicates; future analyses should
also examine how epistemic constructions behave
across syntactic positions, such as in embedded ver-
sus main clauses. Additionally, unlike other predi-
cates, siph- ‘seem’ exhibited a notable tendency for
the model to select -lkka in 10% certainty contexts,
indicating a different complementizer selection pat-
tern from predicates such as kwungkumha- ‘won-
der’ or molu- ‘do not know’. Given the unique se-
mantic behavior of siph- ‘seem’ in Korean, further
investigation is warranted. Finally, although Ko-
rean has distinctive features in expressing epistemic
modality, it employs such markers less frequently
than languages with richer epistemic systems, such
as Italian. To determine whether language models
encode the concept of certainty in a cross-linguistic
sense, experiments should be extended to other lan-
guages.
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A Example Single Sentence Set For 16 Predicate—Complementizer Combinations

Comp Predicate Sentences
Minci-ka nayil hakkyo-ey  o-nunci kwungkumbha-ta
-nci Minci-NOM tomorrow school-LOC come-PRES.whether wonder-DECL
Twonder if Minci will come to school tomorrow.’
Minci-ka nayil hakkyo-ey  o-lci kwungkumha-ta
-lci Minci-NOM tomorrow school-LOC come-FUT.whether wonder-DECL
kwungkumha- | T wonder if Minci will come to school tomorrow.”
‘wonder’ Minci-ka nayil hakkyo-ey  o-nunka kwungkumbha-ta
-nka Minci-NOM tomorrow school-LOC come-PRES.whether wonder-DECL
Twonder if Minci will come to school tomorrow.’
Minci-ka nayil hakkyo-ey  o-lkka kwungkumha-ta
-lkka Minci-NOM tomorrow school-LOC come-FUT.whether wonder-DECL
‘Twonder if Minci will come to school tomorrow.’
. Minci-ka nayil hakkyo-ey  o-lci uysimsulep-ta
. uysimsulep- o
-lci ‘doubt’ Minci-NOM  tomorrow school-LOC come-FUT.whether be.doubtful-DECL
ou I doubt Minci will come to school tomorrow.’
Minci-ka nayil hakkyo-ey  o-nunci kekcengsulep-ta
-nci Minci-NOM tomorrow school-LOC come-PRES.whether be.worry-DECL
I’'m worried whether Minci will come to school tomorrow.’
kekcenosulen- Minci-ka nayil hakkyo-ey  o-lci kekcengsulwe-ta
-lci . & s P~ | Minci-NOM tomorrow school-LOC come-FUT.whether be.worry-DECL
worry I’'m worried whether Minci will come to school tomorrow.’
Minci-ka nayil hakkyo-ey  o-nunka kekcengsulep-ta
-lkka Minci-NOM tomorrow school-LOC come-PRES.whether be.worry-DECL
‘I’'m worried whether Minci will come to school tomorrow.’
Minci-ka nayil hakkyo-ey  o-nunci molu-keyss-ta
-nci Minci-NOM tomorrow school-LOC come-PRES.whether not.know-MODAL-DECL
‘I do not know if Minci will come to school tomorrow.’
Minci-ka nayil hakkyo-ey  o-lci molu-keyss-ta
-lci Minci-NOM tomorrow school-LOC come-FUT.whether not.know-MODAL-DECL
molu- ‘Ido not know if Minci will come to school tomorrow.’
‘do not know’ | Minci-ka nayil hakkyo-ey  o-nunka molu-keyss-ta
-nka Minci-NOM tomorrow school-LOC come-PRES.whether wonder-DECL
‘I do not know if Minci will come to school tomorrow.’
Minci-ka nayil hakkyo-ey  o-lkka molu-keyss-ta
-lkka Minci-NOM tomorrow school-LOC come-FUT.whether not.know-MODAL-DECL
‘I do not know if Minci will come to school tomorrow.’
Minci-ka nayil hakkyo-ey  o-lci siph-ta
-lci Minci-NOM tomorrow school-LOC come-FUT.whether seem-DECL
‘It seems as if Minci will come to school tomorrow.’
sih- Minci-ka nayil hakkyo-ey  o-nunka siph-ta
-nka . P , | Minci-NOM tomorrow school-LOC come-PRES.whether seem-DECL
seem/belive’ | . e ,
It seems as if Minci will come to school tomorrow.
Minci-ka nayil hakkyo-ey  o-lkka siph-ta
-lkka Minci-NOM tomorrow school-LOC come-FUT.whether seem-DECL
‘It seems as if Minci will come to school tomorrow.’
savnoakha- Minci-ka nayil hakkyo-ey  o-l-gerago sayngkakha-n-ta
- ANELEIE | Minci-NOM tomorrow school-LOC come-FUT-will think-PRES-DECL
think P o )
1 think Minci will come to school tomorrow.
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B Prompt Used in Each Experiment

Task

English Translation

Korean (Original)

Context-
Free Task

Respond with one of the following options, indi-
cating the degree of certainty of the speaker in the
given sentence: 10% (very unlikely), 50% (uncer-
tain), or 90% (very likely). Be sure to respond with
only one of the three values, and explain the reason
in a single sentence along with your answer.

Sentence: I wonder if Minci will come to school
tomorrow.

o171 2Ape] W} SHAISHE HES 10%
(P50 710 96, 50% (A el e 4 g8,
90% (T 7F5 o] ) % shib SEotA A
B4 WA} e skl o= 2l

Context-
Based Task

Does the following sentence fit the given context?
Start your answer with either ’yes’ or 'no’, and
explain your reason in a single sentence.

Context(90%): Sun-i thinks it is very likely that
Min-ci will come to school tomorrow.
Context(50%): Sun-i thinks it is very likely that
Min-ci will come to school tomorrow.
Context(10%): Sun-i thinks it is very likely that
Min-ci will come to school tomorrow.

Question: Does the following sentence appropri-
ately reflect Sun-i’s thoughts in response to In-ho’s
question, “Will Minci come to school tomorrow?”

Sentence: I wonder if Minci will come to school
tomorrow.

thg B2 wekcontexyol] 2 HEE 7} .
TL ‘ol @ 2Rk A Zsl, ol
shite] B o= AnaiAla.

AR: 915 027} Y Lol S7h7 ek A
2ol thg BAE olo] J7HE A Mgt

2% U7 Y stae] @=2] ggott

For the Context-Based Task, only single context was provided at a time, and the model was asked to respond with Yes or No.
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